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Constructing qudits from infinite-dimensional oscillators by coupling to qubits
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An infinite-dimensional system such as a quantum harmonic oscillator offers a potentially unbounded Hilbert
space for computation, but accessing and manipulating the entire state space requires a physically unrealis-
tic amount of energy. When such a quantum harmonic oscillator is coupled to a qubit, for example via a
Jaynes-Cummings interaction, it is well known that the total Hilbert space can be separated into independently
accessible subspaces of constant energy, but the number of subspaces is still infinite. Nevertheless, a closed four-
dimensional Hilbert space can be analytically constructed from the lowest energy states of the qubit-oscillator
system. We extend this idea and show how a d-dimensional Hilbert space can be analytically constructed, which
is closed under a finite set of unitary operations resulting solely from manipulating standard Jaynes-Cummings
Hamiltonian terms. Moreover, we prove that the first-order sideband pulses and carrier pulses comprise a
universal set for quantum operations on the qubit-oscillator qudit. This work suggests that the combination
of a qubit and a bosonic system may serve as hardware-efficient quantum resources for quantum information
processing.
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I. INTRODUCTION

Quantum harmonic oscillators are promising resources
for quantum computation, owing to the infinite number of
available states and their ubiquitous presence in nature as
molecular vibrations [1], solid-state phonons [2], and optical
or microwave cavities [3]. The high dimensionality of oscil-
lators provides not only a starting point for various bosonic
quantum error-correcting codes [4–10] but also a natural phys-
ical platform for universal quantum computation [11–13]. It
is therefore desirable to achieve universal control over quan-
tum harmonic oscillators. However, direct transitions driven
between Fock states of a single oscillator will leak states
outside of any finite computational space of an oscillator, due
to its equally spaced and open-ended spectrum. This means
controlling the entire infinite-dimensional Hilbert space of an
oscillator requires an infinite amount of energy and is thus
highly unphysical.

In contrast to the infinite dimensions of oscillators, quan-
tum computation often relies on a closed finite-dimensional
Hilbert space to represent quantum states and perform uni-
tary operations on these states such that they remain inside
the computational space [14]. By truncating the oscillator to
a low-energy subspace and performing computation inside
this finite-dimensional subspace, the unphysical requirement
to the amount of control resources can be alleviated. It is
both satisfying and somewhat surprising that the most elegant
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way to truncate an oscillator is to couple it to a qubit (a
two-level system), the simplest primitive of quantum compu-
tation. The conversions between continuous-variable [15] and
discrete-variable states enabled by the qubit+oscillator sys-
tems have spurred many important developments in the field.
On the one hand, such qubit+oscillator systems have been
used to realize various quantum error-correcting codes by
encoding finite-dimensional qubits into continuous-variable
bosonic modes, including the Gottesman-Kitaev-Preskill code
[16–18], the binomial code [7], and the cat code [19]. On
the other hand, it has been shown that continuous-variable
states can be transferred into multiqubit states using primitive
operations common to trapped ion systems [20].

There are different ways to couple a qubit to an oscillator,
and one of the most common couplings is described by the
Jaynes-Cummings (JC) interaction [21] due to its broad appli-
cability. Based on the JC Hamiltonian, Law and Eberly [22]
demonstrated how arbitrary single-mode Fock states can be
prepared by using sideband and carrier transitions in an alter-
nating fashion. This idea was further extended by Mischuck
and Mølmer to synthesize arbitrary unitary operations in a
qubit-oscillator system by decomposing the unitary into many
state-preparation protocols [23]. A different approach was
taken to achieve universality for a resonantly coupled super-
conducting cavity to an artificial atom, despite the requirement
of a slow adiabatic crossover for cavity states from the coupled
to the uncoupled regime [24]. Moreover, universal control
over an oscillator is also discussed beyond the JC interaction.
For example, a simple quantum circuit was proposed to realize
universal control by carefully engineering a partially resonant
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and partially dispersive coupling between an auxiliary three-
level system and an oscillator [25]. Universal control was
also demonstrated for an oscillator coupled to a qubit fully
dispersively [26], by combining a selective number-dependent
arbitrary phase operation with a displacement operation on the
oscillator.

In the various protocols developed over the past two
decades on universal control over oscillators, the question
of how to close an arbitrary finite-dimensional subspace of
an oscillator was investigated far less frequently. Childs and
Chuang [27] showed that the lowest two levels of the oscillator
can be closed to form a four-dimensional Hilbert space where
arbitrary unitary operations can be realized. This closed, trun-
cated space has been used to experimentally implement the
Deutsch-Josza algorithm on a trapped ion quantum computer
[28,29]. One of the key ideas in their construction is to syn-
chronize the rotations on the two Bloch spheres associated
with the two two-dimensional subspaces, using dynamical
decoupling by a four-pulse sequence adapted from nuclear
magnetic resonance [30].

The more recent work of Mischuck and Mølmer [23] con-
structed arbitrary unitary operations in the lowest (n + 1)-
dimensional subspace of an oscillator (for any n ∈ Z) by
decomposing the unitary into a series of modified state
preparation protocols. Each state preparation unitary is then
synthesized without leaking states in the computational space
to the outside. They further proved arbitrary two-qudit gates
are possible by coupling two oscillators to the same qubit,
enabling qudit-based quantum computation. By synthesizing
arbitrary independent sideband transitions in each sideband
subspace using a truncated Fourier series on the rotation
angles [31], they demonstrated the ability to realize an ar-
bitrary unitary on the (n + 1)-dimensional subspace, using
O(n18.5δ−3) pulses (together with a large prefactor), where δ

is the error of the synthesized unitary with respect to the target
unitary. This employs a powerful technique from optimal con-
trol theory, with further efficiencies gained through numerical
optimization. On the other hand, the use of optimal control
theory and optimization renders the protocol approximate in
nature. Similar ideas for truncating the oscillators has been
employed in the context of perfectly generating atomic coher-
ence from optical coherence in a recent work [32].

In the present work, we address the same challenge raised
in Ref. [23], but we seek to solve the problem of closing off the
(n + 1)-dimensional oscillator subspace using a formalism
which is fully analytical, sans results from optimal control
theory or optimization. This allows us to fully understand the
algebraic structures present in the JC Hamiltonian and how
they may be exploited with explicit algorithms. Also, having
protocols which are exact opens the door to understanding
trade-offs and potential impact of errors. In principle, the
powerful optimization techniques of Ref. [23] could also be
deployed on top of a fully analytical solution to improve
its scaling. Moreover, from the viewpoint of control theory,
we would like our control set to be as simple as possible.
Ideally, we want to use a finite set of basic control operations
(e.g., laser frequencies) regardless of the dimension of the
computational space, as opposed to the constructions such
as those employing a dispersive coupling Hamiltonian where

the number of control frequencies increases linearly with the
dimension of the computational space [26].

We produce an analytical solution by building on the ap-
proach of Ref. [27] to systematically close off an arbitrary
(n + 1)-dimensional low-energy subspace of an infinite-
dimensional oscillator via coupling to a single qubit; further,
we construct universal unitary operations within this sub-
space fully analytically using only first-order sideband and
carrier pulses. This analytical construction of a unitary relies
on exploiting algebraic structures in the problem. The key
structures arise from the well-known fact that the full Hilbert
space of the qubit+oscillator is naturally partitioned into an
infinite number of two-dimensional subspaces, and only the
subspace at the boundary leaks states in the computational
space to the outside. We exploit these structures by con-
structing a set of elementary SU(2) rotations on these arrays
of two-dimensional (2D) subspaces as the instruction set for
constructing arbitrary unitaries. We give a recursive protocol
to construct such elementary SU(2) rotations by cleaning each
2D subspace one by one without accumulating any errors. Due
to this recursive fashion, we refer to the construction process
as recursive cleaning and designate the qudits constructed as
qubit-oscillator qudits (QO qudits). It should be noted that
our recursive cleaning construction is applicable to a larger
class of Hamiltonians beyond the JC interaction, but we will
use the JC interaction for the ease of discussion. Also, note
that the qubit doubles the Hilbert space of the truncated os-
cillator resulting in a larger d = 2(n + 1) dimensional space.
We prove universal control on this enlarged space, and this
naturally implies universal control on the (n + 1)-dimensional
truncated oscillator, which is a subspace of the enlarged d-
dimensional space. We shall use the notation d-QO qudit to
represent a qubit coupled to a truncated oscillator with Fock
levels {|0〉, |1〉, |2〉, ..., |n〉}. This convention is consistent with
previous work in Ref. [27], despite doubling the dimension of
the computational space in Refs. [23,26].

Our results are presented as follows. In Sec. II, we intro-
duce the qubit-oscillator coupling Hamiltonian and derive the
available unitary operations, which serves as a starting point
for the rest of the discussions. We then describe a general
strategy for finding unitary operations that are closed for arbi-
trary d-QO qudits in Sec. III. A constructive universality proof
of the QO qudit operations is given in Sec. IV. We give an
explicit algorithm for our construction and show an example
for an 8-QO qudit in Sec. V, where the theoretical bound on
the number of pulses are also supported numerically up to
46-QO qudit. Finally, we summarize in Sec. VI and discuss
potential future directions to explore.

II. THEORETICAL MODEL FOR THE QO-QUDITS

For completeness, we give a short review of the Hamilto-
nian used in our analysis. The total Hamiltonian of the system
is given by H = H0 + HI , where H0 = h̄ω0σz/2 + h̄ωza†a is
the noninteracting Hamiltonian of the qubit and oscillator.
The interaction between the qubit and the oscillator can be
described by a spin-1/2 particle interacting with an electro-
magnetic (EM) field,

HI = −�μ · �B, (1)
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where �μ = μ�σ/2 is the magnetic moment and �B =
Bx̂cos(kz − ωt + �) is the magnetic field associated with the
external drive. In the second quantized form, the position
z = z0(a + a†), where z0 is the characteristic length of the
oscillator’s ground-state motional wave function, a and a† are
the annihilation and creation operators of the oscillator.

Under the dipole approximation η ≡ kz0 � 1 and aban-
doning the fast rotating terms, we can expand Eq. (1) into
power series of η. Depending on the frequency of the external
drive ω, the following unitary operations that couple different
states of the QO qudits may be implemented. Denote the com-
putational basis of the QO qudit as {|α, n〉} where α = 0, 1
labels the two qubit states, and n = 0, 1, 2, ... labels the os-
cillator levels. When ω = ω0, the EM field couples the lower
and upper levels of the qubit directly, leading to a carrier pulse
Vc that performs the same rotation P(θ, φ) in each subspace
{|0, n〉, |1, n〉}

Vc(θ, φ) = exp

[
i
θ

2
(eiφσ+ + e−iφσ−)

]
=

∞⊕
n=0

P(θ, φ), (2)

where P(θ, φ) is a single-qubit rotation around an axis with
angle φ in the xy plane by an amount θ . We can likewise cou-
ple each pair of {|0, n〉, |1, n − 1〉} (n = 1, 2, ...) states using
the first-order red sideband transition by setting ω = ω0 − ωz,
leading to

Vs(θ, φ) = exp

[
i
θ

2
(eiφσ+a + e−iφσ−a†)

]
=

∞⊕
n=1

Qn(θ, φ).

(3)

In the above, σ± = (σx ± iσy)/2 and σx, σy, σz are the Pauli
operators of the qubit. The rotation angle θ and rotation axis
φ are given by

θ = −μBtηm

2h̄m!
, (4)

φ = � + (m mod 4)
π

2
, (5)

with m = 0 for the carrier pulse and m = 1 for the first-order
sideband pulse, where t is the pulse duration. Note the red
sideband performs an n-dependent rotation Qn along the same
axis defined by φ but by a different rotation angle on each
2D subspace. The first-order blue sideband as well as higher
order sideband transitions can be similarly derived. Since the
blue sideband pulse can be obtained by conjugating the red
sideband pulse using a carrier π pulse, we only need to con-
sider the carrier and the red sideband pulses. In the following,
we will show that Vc and Vs as defined in Eqs. (2) and (3)
are sufficient to generate arbitrary unitary operations in QO
qudits.

An energy level diagram of the qubit-oscillator system as
well as relevant transitions are labeled in Fig. 1, with the
definition of a d-QO qudit explicitly shown. To simplify the
discussion, we partition the Hilbert space of a d-QO qudit into
sets of two-dimensional subspaces in two different ways based
on the action of the red sideband pulse and the carrier pulse.
Each two-dimensional subspace can be viewed as a single
qubit. The sideband qubit manifold (sQM) are spanned by
states {|0, j〉, |1, j − 1〉}n

j=1 where each subspace is labeled

FIG. 1. Energy level diagram in a d-QO qudit. The first index in
the state label represents the qubit state and the second represents
the oscillator Fock level. Red arrows indicate states that are coupled
through red sideband transitions (forming the sQM), while blue
arrows indicate states coupled through the carrier pulse (forming the
cQM).

by its corresponding value of j. We do not include states
|0, 0〉 and |1, n〉 in sQM because they remain intact during the
sideband operation (up to a parity phase). The carrier qubit
manifold (cQM) are spanned by {|0, j〉, |1, j〉}n

j=0, where j
start from 0 instead of 1. According to the above definition,
there are n nontrivial 2D subspaces in the sQM and (n + 1)
nontrivial 2D subspaces in the cQM. To differentiate the uni-
tary operations on these two qubit manifolds, we will use a
tilde when referring to the cQM.

III. CLOSE OFF AN INFINITE-DIMENSIONAL
HARMONIC OSCILLATOR

The first step toward constructing a QO qudit is to close
off a low-energy subspace of the oscillator, which serves as the
computational space. The closedness of a computational space
means that any the states inside it will not leak to any states
outside while performing any quantum computations. This is
an important step to accomplish since any leakage will result
in a nonunitary evolution of the computational space and ruin
the computation immediately. In general, this is difficult to
achieve because there are infinitely many states outside of
the finite computational space for an oscillator, which sug-
gests that we may need to eliminate infinitely many coupling
amplitudes between the computational space and its orthog-
onal space. This general condition, nevertheless, is greatly
simplified in our case due to the partition of the full Hilbert
space into many 2D subspaces. Moreover, since each unitary
operation may leak states outside, there is leakage possibly at
every step in performing quantum computation, as is the case
in Ref. [23]. We take a different approach here by selecting
a subset of unitary operations such that the closedness of the
computational space is always guaranteed. We will describe
in detail how this can be accomplished in the following.

A. Close off the transition on the boundary

From Fig. 1, we first note that all carrier transitions P(θ, φ)
do not leak states in the d-QO qudit outside for any d . As
a result, we need only focus on the sideband pulses. The
only sideband transition that leaks states is the Qn+1(θ, φ)
transition on the boundary that couples the |1, n〉 state inside
to the state |0, n + 1〉 outside of the QO qudit. It is therefore
sufficient to shut off the coupling between these two states.
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We can calculate explicitly the matrix elements of Qn+1 to be

Qn+1(θ, φ) =
[

cosθn+1 ie−iφsinθn+1

ieiφsinθn+1 cosθn+1

]
, (6)

where θn+1 =
√

n+1
2 θ . When driving a multiple of 2π pulse

from |0, n + 1〉 to |1, n〉, i.e., θn+1 = πk where k is an in-
teger, we can decouple these two states since sinθn+1 = 0.
The smallest θ (shortest pulse, k = 1) that can realize this
decoupling is

θ = 2π√
n + 1

, (7)

which gives

Qn+1

(
2π√
n + 1

, φ

)
=

[−1 0
0 −1

]
. (8)

This constraint also guarantees that the operation on |1, n〉 is
trivial (up to a parity phase), which is why we exclude it from
the subspaces of the sQM.

B. Conjugacy class

It may be argued that the above requirement on θ to be
discrete special values seems to significantly constrain the
number of possible unitaries we can apply and thus hampers
the universality of the QO qudit. However, this is not the
case because conjugating a closed sideband pulse using an
arbitrary unitary operation leads to another closed unitary
operation; i.e., an operation F = U †GU will be closed for an
arbitrary unitary U if the given unitary G is closed. In the case
of SU(2), F will be a rotation on the Bloch sphere by the same
angle θ as the original rotation G, but along a different axis
defined by U . This concept of the conjugacy class of a given
unitary operation provides us enough flexibility to construct
new unitaries and is the key idea behind our recursive cleaning
proof, which we shall discuss in detail in the next section.

IV. UNIVERSALITY PROOF

With a closed computational space (QO qudit) established,
we next construct arbitrary unitary operations on this subspace
using the operations given in Eqs. (2) and (3) subject to the
closedness condition, which we refer to as the universality
of the QO qudit. We prove the QO-qudit universality in this
section in two different pictures. We give some intuition of
the proof in the Hamiltonian picture in Sec. IV A. We then
move to the unitary picture and give explicit constructions
for arbitrary QO-qudit unitary operations in two steps, as
is described in Secs. IV B and IV C. First, we reduce the
QO-qudit universality to elementary SU(2) rotations in sQM
in Sec. IV B. We then give explicitly constructions for such
elementary SU(2) rotations in the sQM in Sec. IV C.

A. Intuition in the Hamiltonian picture

One of the well-known criteria for the universality of
qudit-based quantum computation is the ability to perform
arbitrary SU(2) rotations between any two levels in the qudit
space [11,33]. In the Hamiltonian picture, this means we need
to obtain the full su(d ) Lie algebra with (d2 − 1) elements

that generates the SU(d ) group of the d-QO qudit. Matrix
representations of such generators are also known as the
generalized Gell-Mann matrices (GGMs) [34], which are all
Hermitian (see Appendix A for a definition of GGMs). In the
special case of a qubit, d = 2, there are three generators, i.e.,
the Pauli matrices. Similar to the qubit case, these GGMs can
be classified into three categories denoting the rotations of
x, y, and z types, respectively. Moreover, the z-type GGMs
may be obtained by multiplying the x and y types. We will
give an argument on how to generate all the GGMs of a single
d-QO qudit. The aim of this section is mainly to convey an
intuition of our proof. In the next several sections, we will
provide a rigorous proof in the unitary picture.

As we noted before, the first observation from Fig. 1 is that
the sideband pulse (or the carrier pulse) naturally partitions
the d-QO qudit into n small 2D subspaces (again states |0, 0〉
and |1, n〉 are discarded). In other words, the Hamiltonian that
generates the sideband pulse can be written as a direct sum of
n GGMs. By controlling the phase in Eq. (5), the n GGMs can
either be of x or y type. Therefore, one simple idea to generate
a single clean GGM is to cancel the other (n − 1) GGMs in
the direct sum by dynamical decoupling. The

√
n dependency

of the Rabi frequency for each subspace in the sideband pulse
provides a possibility for such decoupling to be done. To see
this more clearly, imagine that we have the GGM Hn for the
d-QO qudit in the sideband manifold

Hn = 01 ⊕ · · · ⊕ �k ⊕ · · · ⊕ 0n ⊕ hn+1 . . . , (9)

where 0n is a null Hamiltonian in the nth subspace, �k =
{σx, σy}, and hn+1 = r̂n+1 · σ is some arbitrary Hamiltonian
in the (n + 1)-th subspace defined by a unit vector r̂n+1. Our
goal is then to create the corresponding GGM Hn+1 for the
(d + 2)-QO qudit

Hn+1 = 01 ⊕ · · · ⊕ �k ⊕ · · · ⊕ 0n ⊕ 0n+1 ⊕ hn+2 . . . . (10)

Recall that we can always flip the sign of a single-qubit
Hamiltonian by conjugating it using an SU(2) rotation along
an axis that is perpendicular to the Hamiltonian. One simple
example of such phase flip is X †ZX = −Z , where X = iσx.
We may therefore use such dynamical decoupling trick to flip
the phase of hn+1 in Eq. (9) by conjugating it with a set of red
sideband pulse Vs such that

hn+1 + (V †
s )n+1hn+1(Vs)n+1 = hn+1 − hn+1 = 0. (11)

This reproduces the 0n+1 term in Eq. (10). This conjugation of
course also alters �k in Eq. (9) into a different Hamiltonian,
but the deviation from �k may be cleaned again by conjugat-
ing using another set of red sideband pulses to fully recover
Eq. (10). These steps can be repeated recursively to obtain
GGMs for any n in the sQM manifold, and this is also the main
technique we will use in our proof in the next few sections.

The decoupling described above will enable us to generate
GGMs that couple two adjacent states {|0, j〉, |1, j − 1〉}, but
it remains to generate other GGMs that couple states far from
each other. This leads to our second observation from Fig. 1:
Alternatively applying the GGMs in the sQM and those in the
cQM can couple states far apart together, provided that we can
access the cQM GGMs. We will show in the next section how
rotations in the cQM can be generated from those in the sQM.
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These GGMs then give us the universality for the full SU(d )
group of a d-QO qudit.

B. From clean elementary SU(2) rotations
in sQM to QO-qudit universality

In this section, we will start from the qudit criteria in
Refs. [11,33] and show that arbitrary SU(2) rotations between
any two levels in the QO qudit can be obtained from a set
of clean elementary SU(2) rotations in sQM alone. This is
accomplished in two steps as follows. First, in Sec. IV B 1,
we reduce the QO-qudit universality to the ability to construct
arbitrary clean SU(2) rotations in both sQM and cQM. Sec-
ond, by a basis transformation from the sQM to the cQM,
combining with dynamical decoupling [30], we show that
constructing arbitrary clean SU(2) rotations in both sQM and
cQM can be further reduced to the construction of elementary
clean SU(2) rotations solely in the sQM in Sec. IV B 2.

1. Arbitrary clean SU(2) rotations in sQM and cQM
implies QO-qudit universality

We define an arbitrary clean SU(2) rotation in the kth
subspace of sQM for a d-QO qudit [d = 2(n + 1)] as

U (k)
n = I1 ⊕ I2 ⊕ · · · ⊕ Wk ⊕ · · · ⊕ In, (12)

which performs a nontrivial arbitrary SU(2) rotation Wk in the
kth sideband subspace and leaves the other sideband qubits
unchanged, i.e., acted by an identity operation. Similarly, an
arbitrary clean SU(2) rotation in the kth subspace of the cQM
is likewise denoted as

Ũ (k)
n = Ĩ0 ⊕ Ĩ1 ⊕ · · · ⊕ W̃k ⊕ · · · ⊕ Ĩn, (13)

where a tilde is used to distinguish it from the case of sQM
above. Also, note that Ũ (k)

n is a direct sum of (n + 1) carrier
qubits, while U (k)

n is composed of n sideband qubits, which is
evident from Fig. 1.

For the QO-qudit universality, we require arbitrary unitary
operations Vt between any two levels, say |α, p〉 and |β, q〉,
where p � q without loss of generality and α, β = 0 or 1.
In the following, we give explicit constructions in the case
of α = 0, β = 1; the other three cases (α = β = 0, α = β =
1, α = 1, and β = 0) may be constructed in a similar way.

If p = q, Vt simply corresponds to a clean SU(2) rotation
Ũ (p)

n in the cQM given by Eq. (13). In the case of p < q,
there is no single rotation in Eq. (12) or (13) that can pro-
duce the coupling between |0, p〉 and |1, q〉. However, we
may first realize a unitary Ũ (p)

n such that the SU(2) rotation
in its pth subspace W̃p satisfies W̃p = Vt . We may then per-
form a sequence of Pauli X gates to swap the state |1, p〉
with |0, p + 1〉, and then |0, p + 1〉 with |1, p + 1〉 and so
on, until finally |1, q〉 is reached. Such a sequence of swap
operations can be easily realized by chaining multiple clean
SU(2) rotations in Eqs. (12) and (13) together. The overall
pulse sequence to realize Vt between |0, p〉 and |1, q〉 (with
the rest state unaltered) is then[

U (p+1)
n Ũ (p+2)

n · · ·U (q−1)
n Ũ (q)

n

]† · Ũ (p)
n

· [
U (p+1)

n Ũ (p+2)
n · · ·U (q−1)

n Ũ (q)
n

]
, (14)

where Wk = W̃k = X in all U (k)
n and Ũ (k)

n for k = p + 1, p +
2, . . . , q − 1, q. X = iσx is the usual Pauli X gate.

2. Elementary clean SU(2) rotations in sQM implies arbitrary
clean SU(2) rotations in sQM and cQM

In the above, we have shown that QO-qudit universality can
be constructed from a set of clean arbitrary SU(2) rotations in
sQM and cQM given by Eqs. (12) and (13). Now we will show
that such clean arbitrary SU(2) rotations may be constructed
solely from a set of elementary clean SU(2) rotations in sQM
alone.

We first define an elementary clean SU(2) rotation V (k)
n in

sQM (for the kth subspace) for a d-QO qudit [d = 2(n + 1)]

V (k)
n = I1 ⊕ I2 ⊕ · · · ⊕ �k ⊕ · · · ⊕ In, (15)

where �k = {X,Y, I,−I}. It is now straightforward to see
how an arbitrary clean SU(2) rotation U (k)

n in Eq. (12) may
be obtained from Eq. (15) and sideband transitions using
refocusing.

The basic idea of refocusing has been presented in the
Hamiltonian picture in Sec. IV A; we shall state it here
again in the unitary picture here. For an arbitrary single-qubit
rotation U (θ, φ) in the xy plane, we first note that by con-
jugating with Z gate, we can reverse the rotation direction
ZU (θ, φ)Z = U (−θ, φ). Therefore, the following pulse se-
quence would effectively cancel the effect of U (θ, φ) and
produce an identity operation

U (θ, φ)ZU (θ, φ)Z = I. (16)

Now, note that an arbitrary rotation Wk on the kth subspace of
sQM in Eq. (12) can be decomposed as two rotations with ro-
tation axis lying in the xy plane (see Appendix B). Therefore,
it suffices to assume W (k)

n is a rotation with an axis in the xy
plane. Imagine we start from a sideband transition in Eq. (3),
where (θ, φ) are properly chosen such that the sideband rota-
tion in the kth subspace satisfies Qk (2θ, φ) = W (k)

n . This also
means for all other subspaces, there are nontrivial rotations
that are not the identity operation. We will use refocusing
to eliminate those unwanted rotations in the other subspaces
as follows. From Eq. (15), we may construct the following
unitary Z(k)

n :

Z(k)
n = Z1 ⊕ Z2 ⊕ · · · ⊕ Zk−1 ⊕ Ik ⊕ Zk+1 ⊕ · · · ⊕ Zn, (17)

which applies a Pauli Z gate to each sideband qubit except
the kth one (trivially acted upon by identity). The following
construction achieves Eq. (12),

U (k)
n = Vs(θ, φ)Z(k)†

n Vs(θ, φ)Z(k)
n , (18)

since Qj (θ, φ)ZjQj (θ, φ)Zj = I for all j 
= k, while for the
kth subspace

Qk (θ, φ)IkQk (θ, φ)Ik = Qk (2θ, φ) = Wk . (19)

This completes our construction of Eq. (12) from Eq. (15).
We now turn to construct arbitrary clean rotations in the

cQM. This is facilitated by the fact that alternations of ±I
in the sQM is equivalent to I and Z gates in the cQM up
to a difference in the local parity. As an example, this is
illustrated in Fig. 2 for the first four sideband qubits being
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FIG. 2. Translating between operations on sideband subspaces
and carrier subspaces. The top energy diagram represents the unitary
−I1 ⊕ I2 ⊕ −I3 ⊕ I4 · · · ⊕ In ⊕ · · · acting on sideband subspaces
which translates to the bottom energy diagram of Z̃0 ⊕ −Z̃1 ⊕ Z̃2 ⊕
−Z̃3 ⊕ Ĩ4 · · · ⊕ Ĩn ⊕ · · ·

−I1 ⊕ I2 ⊕ −I3 ⊕ I4. They are equivalent to a gate sequence
of Z̃0 ⊕ −Z̃1 ⊕ Z̃2 ⊕ −Z̃3 for the first four carrier qubits.

In general, this conversion from the sQM to the cQM is
described by

W̃i−1 Wi Wi−1

Z̃ −I +I
−Z̃ +I −I
Ĩ +I +I
−Ĩ −I −I

The above conversion also means that the {I,−I} in each
subspace from 1 to (n + 1) in sQM is equivalent to {Ĩ, Z̃} in
subspaces from 0 to n in the case of cQM. Therefore, it is
guaranteed that we can obtain the following unitary Z̃

(k)
n in

cQM,

Z̃
(k)
n = Z̃0 ⊕ Z̃1 ⊕ · · · ⊕ Z̃k−1 ⊕ Ĩk ⊕ Z̃k+1 ⊕ · · · ⊕ Z̃n, (20)

which performs a Pauli Z gate on all carrier qubits of a d-QO
qudit, except the kth qubit where it performs the identity. It
follows that for a clean arbitrary unitary in Eq. (13) where the
kth subspace has a nontrivial rotation W̃k (assuming it is in
xy plane without loss of generality), we may choose a carrier
pulse in Eq. (2) with (θ, φ) properly such that the carrier
transition on each carrier qubit P(2θ, φ) = W̃k . The following
construction reproduces Ũ (k)

n ,

Ũ (k)
n = Vc(θ, φ)Z̃

(k)†
n Vc(θ, φ)Z̃

(k)
n , (21)

due to Eq. (16) for all carrier subspaces except the kth one,
and for the kth subspace,

P(θ, φ)ĨkP(θ, φ)Ĩk = P(2θ, φ) = W̃k. (22)

This completes our construction of Eq. (13) from Eq. (15).
Specifically, by choosing W̃k to be a rotation on the kth carrier
qubit with a closed trajectory on its Bloch sphere, we can
accumulate an arbitrary Berry phase on the |0, k〉 state. Com-
bining many such Berry phase rotations together for different

FIG. 3. A pulse sequence for n = 2 to realize I1 ⊕ X2 in the first
two sQM subspaces. Each Bloch sphere represents an sQM subspace
spanned by the states at the north and south poles. The initial Bloch
vector in dashed green (pointing toward the north pole) is rotated to
the final Bloch vector in solid red with the four-pulse sequence from
Eq. (24).

k, we immediately realize the selective number-dependent
arbitrary phase (SNAP) gate in Ref. [26].

C. Construction for the clean elementary
SU(2) rotations in sQM

In this section, we give a recursive proof on how to con-
struct the elementary clean SU(2) rotations in the sQM as
in Eq. (15). Our proof utilizes the repeated pattern of the
oscillator’s spectrum. In doing so, we first give the base case
of a two-level oscillator coupled to a qubit, and then show how
to clean up each subspace into the elementary operations for
an (n + 1)-level oscillator recursively. We also give bounds on
the number of sideband pulses required in our construction.

1. Recursive proof

Our claim is that we can construct arbitrary clean rotations
upon any 2D subspace in the sQM manifold of a d-QO qu-
dit [again d = 2(n + 1)], V (k)

n = I1 ⊕ I2 ⊕ · · · ⊕ �k ⊕ · · · ⊕
In ⊕ · · · with �k ∈ {X,Y,−I}, k � n. When n � 2, we pro-
vide a direct construction. For n = 1, we can easily select
(θ, φ) such that V (1)

1 = Vs(θ, φ) = �1. For n = 2, we will
directly construct I1 ⊕ X2 and X1 ⊕ I2. Obtaining Y instead
of X simply corresponds to mapping every red sideband
pulse Vs(θ, φ) �→ Vs(θ, φ + π

2 ), and obtaining −I instead of
X is done by repeating the sequence as X 2 = −I (note we
define X = iσx throughout the paper). The following pulse
sequences use conjugation to orchestrate clean rotations on
the first two subspaces in four pulses:

Vs(
√

2π, φ1)Vs

(
π

2
, 0

)
Vs(

√
2π, φ1)Vs

(
− π

2
, 0

)

= X1 ⊕ I2 ⊕ · · · , (23)

Vs(2π, φ2)Vs

(
π

2
√

2
, 0

)
Vs(2π, φ2)Vs

(
− π

2
√

2
, 0

)

= I1 ⊕ X2 ⊕ · · · , (24)

where φ1 = cos−1(cot π√
2

) and φ2 = cos−1(cot
√

2π ).
An example pulse sequence for n = 2 is shown in Fig. 3.

For n > 2, we provide a recursive construction that also makes
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use of conjugation sequences to manipulate particular sub-
spaces without disturbing others.

Base case. We begin by cleaning (taking to the identity)
two subspaces μ1, μ2 ∈ M = {1, ..., n} \ k with the following
constraint: √

k

μ1
,

√
k

μ2
/∈ Z. (25)

Using red sideband pulses Vs(θ, φ), we can construct

U2 = Vs

(
2π√
μ1

, 0

)
Vs

(
π√
μ2

,
π

2

)
Vs

(
2π√
μ1

, 0

)
Vs

( −π√
μ2

,
π

2

)

= 

(2)
1 ⊕ · · · ⊕ Iμ1 ⊕ · · · ⊕ Iμ2 ⊕ · · · ⊕ 


(2)
k

⊕ · · · ⊕ 
(2)
n ⊕ · · · , (26)

where the order of μ1, μ2, k is arbitrary. Note that U2’s sub-
script and 
(2)’s superscript denote how many subspaces have
been cleaned to the identity. With the constraint on μ1, μ2 in
Eq. (25), it is guaranteed that 


(2)
k 
= ±Ik . This is important

since ±I each are the only element in their conjugacy class;
if 
k = ±Ik , then we can never change 
k via conjugation.
Our construction relies on using conjugated pulse sequences,
so we must avoid 
k = ±Ik at this step if we want it to be any
other rotation.

Recursive step. Assume we have cleaned j ( j < n) sub-
spaces indicated by the set Mj = {μ1, μ2, ..., μ j}. Then,
ignoring order in the direct sum, we have

Uj =
⊕

μi∈Mj

Iμi ⊕ 

( j)
k ⊕

⊕
m∈M\Mj


( j)
m . (27)

We then choose a μ ∈ M \ Mj and clean 

( j)
μ next. To do

this, we will move from SU(2) into SO(3) using the group
homomorphism R : SU(2) −→ SO(3) by identifying �s ∈ R3

with s ∈ su(2) via �s ↔ s = �s · �σ , with Pauli matrices �σ . Then,
any Q(θ, φ) ∈ SU(2) is mapped to a rotation about an axis �r
through angle θ , R�r (θ ) ∈ SO(3) corresponding to s �→ Q†sQ.

In order to clean R(
( j)
μ ) = R�μ(θμ), we choose an axis

�μ⊥ ⊥ �μ and note the following dynamical decoupling se-
quence,

R�μ(θμ)[R�μ⊥ (π )R�μ(θμ)R�μ⊥ (−π )] = R�μ(θμ)R�μ(−θμ) = I,
(28)

which cleans the μth subspace. To find the red side-
band pulses that perform R�μ⊥ (π ) on the μth subspace, we
must decompose R�μ⊥ (π ) into rotations about axes in the
xy plane. Red sideband pulses Vs(θ, φ) = ⊕∞

n=1 Qn(θ, φ)
can be decomposed into SU(2) rotations, Qn(θ, φ), which
are mapped to a SO(3) rotation R �φ (

√
nθ ) where �φ =

(cos φ, sin φ, 0) lies in the xy plane. We decompose R�μ⊥ (π )
into R�a(θa)R�b(θb) where �a, �b lie in the xy plane (see Ap-
pendix B). Then, the inverse mapping R−1 : R�a(θa)R�b(θb) �→
Qμ( θa√

μ
, φa)Qμ( θb√

μ
, φb) specifies the necessary red sideband

pulses. Thus, setting C = Vs(
θa√
μ
, φa)Vs(

θb√
μ
, φb), we find

Uj+1 = UjCUjC
† =

⊕
μi∈Mj+1

Iμi ⊕ 

( j+1)
k

⊕
m∈M\Mj+1


( j+1)
m ,

(29)

FIG. 4. (a) Composition of rotations R�a(α)R�b(β ) = R�c(γ ) and
(b) conjugation of a rotation B by A produces B′ which has the same
angle as B due to the congruent triangles formed by ABC and A†B′C.

where Iμi are unaffected by the action of C and μ = μ j+1 is
added to set of cleaned subspaces Mj in Eq. (27) to give Mj+1

in Eq. (29). By repeating this procedure (n − 3) times built
on the base case, we can clean all the subspaces of the d-QO
qudit except the kth, which we shall deal with in the final step
below.

Final step. When j = n − 1, we have cleaned all but the
kth subspaces in the d-QO qudit. To transform 


(n−1)
k into �k ,

we examine the problem in SO(3) taking R(
(n−1)
k ) = R�k (θk )

and R(X ) = Rx(π ). Without loss of generality, we only con-
sider �k = X since Y belongs to the same conjugacy class
and X 2 = −I so we can simply perform our construction
for X twice to achieve −I . We once again use conjugation
to maintain the cleaned subspaces while taking advantage
of the fact that the conjugacy classes of SO(3) each consist
of all rotations by the same angle, C(θ ) = {R�r (θ )|∀�r ∈ R3},
demonstrated in Fig. 4(b). Using a pair of conjugations[

R�r1 (θ1)Rl
�k (θk )R�r1 (−θ1)

][
R�r2 (θ2)R�k (θk )R�r2 (−θ2)

]
= R�k1

(lθk )R�k2
(θk ), (30)
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we can rephrase the problem as finding �k1, �k2 such that
R�k1

(lθk )R�k2
(θk ) = Rx(π ), given l = � π

θk
� − 1 to guarantee

rotation by an angle close to π . We can always find
satisfactory �k1, �k2 because the triangle inequality on the sphere
states that a composition of two rotations R�a(α)R�b(β ) =
R�c(γ ) results in a rotation by an angle less than the sum of
angles, |γ | � |α + β| as shown in Fig. 4(a). So, by choosing
l we guarantee that we can achieve an angle of at least π ,
and with judicious choice of �k1, �k2 we can achieve a rotation
by π about any axis. To find the necessary red sideband
pulses, we decompose R�r1 (θ1) and R�r2 (θ2) as before and use
the inverse mapping, R�r1 (θ1) �→ Qk ( θa,1√

k
, φa,1)Qk ( θb,1√

k
, φb,1)

and R�r2 (θ2) �→ Qk ( θa,2√
k
, φa,2)Qk ( θb,2√

k
, φb,2). Setting Cp =

Vs(
θa,p√

μ
, φa,p)Vs(

θb,p√
μ
, φb,p), p ∈ {1, 2} we find

V (k)
n = C1U

l
n−1C

†
1C2Un−1C

†
2 = I1 ⊕ I2

⊕ · · · ⊕ Xk ⊕ · · · ⊕ In · · · . (31)

Thus, we can construct elementary sQM rotations in a d-QO
qudit where d = 2(n + 1) for any n.

2. Bounds on the number of pulses required

Now that we have shown we can create the elementary
sQM rotations, we would like to bound the number of red
sideband pulses needed to create V (k)

n in this section. One
intuition is that the number of pulses required will increase
at least exponentially as n increases, since each step in the
recursion will cost at least a constant number of pulses due
to the conjugation procedure. We shall analyze this more
precisely in the following.

To create the identity on any set of (n − 1) subspaces in
the sQM of a d-QO qudit, we only need ≈2n pulses. At the
jth recursive step we use |Uj+1| = 4 + 2 ∗ |Uj | pulses, where
|Uj | denotes the number of pulses in the sequence. We can
see this by examining Eq. (29) which uses |Uj | twice and both
C,C† are made up of two red sideband pulses by definition.
We begin with 22 pulses at the base step U2, and at each step j
we have |Uj | = ∑ j

d=2 2d = 2 j+1 − 4. Thus, to clean j = n −
1 subspaces to identity, we need (2n − 4) pulses. In the final
step, a total of 8 + (l + 1) ∗ |Un−1| = (l + 1)(2n − 4) + 8 is
required to construct V (k)

n in Eq. (31).
In order to bound l , we must understand how the base

step and each recursive step j transform 

( j)
k into 


( j+1)
k .

For notation clarity, (Uj )m = 

( j)
m indicates the SU(2) rotation

upon the mth subspace in Uj [as defined in Eqs. (26) and
(27)]. 


( j)
m maps to the SO(3) rotation R �mj (θ

( j)
m ). We take the

C, μ,Uj,Uj+1 as defined in the recursive step above. In the
following, we will show the conditions such that θ

( j)
k � π

t for
all j < n for some t > 2 and t ∈ Z.

In the base step, we can easily calculate the rotation angle
of 


(2)
k = R�k2

(θ (2)
k ) from Eq. (26):

θ
(2)
k = 2 cos−1

{
1

2

[
1 + cos

(
2π

√
k

μ1

)

−2 cos

(
π

√
k

μ2

)
sin2

(
π

√
k

μ1

)]}
. (32)

We can always choose μ1, μ2 < k such that θ
(2)
k � π

2 . For
k ≈ 1, this can be easily calculated explicitly. For general k,
if we simply take μ1 as the number closest to k

2 that abides by
the base case constraint, then Eq. (32) is approximately θ

(2)
k =

2 cos−1{ 1
2 [1+ cos(2

√
2π )−2 cos(π

√
k
μ2

) sin2(
√

2π )]}. Thus,

for θ
(2)
k � π

2 , we obtain a periodic condition 0.18 <
√

k
μ2

−
2z < 0.74, z ∈ Z, which can be easily fulfilled for a range of
μ2 < k.

We will show the conditions such that θ
( j+1)
k � π

t if we

have θ
( j)
k � π

t at each recursive step.
Recall, at the jth step we perform Uj+1 = UjCUjC† where

C = Vs(
θa√
μ
, φa)Vs(

θb√
μ
, φb). Restricting our attention to the

kth subspace, we examine C and its action upon 

( j)
k =

R�k j
(θ ( j)

k ) in the SO(3) picture:

(C)k �→ R�a

(
θa

√
k

μ

)
R�b

(
θb

√
k

μ

)

:= R�rab (θab), (33)

(CUjC
†)k �→ R�rab (θab)R�k j

(
θ

( j)
k

)
R�rab (−θab)

:= R�kab

(
θ

( j)
k

)
, (34)

where

�k j · �kab = (�k j · �rab)2 + [1 − (�k j · �rab)2] cos θab (35)

θab = 2 cos−1

{
1

2

[
cos

(
θa

2

√
k

μ

)
cos

(
θb

2

√
k

μ

)

− (�a · �b) sin

(
θa

2

√
k

μ

)
sin

(
θb

2

√
k

μ

)]}
. (36)

Recall, �a, �b, θa, θb are found by decomposing R�μ⊥ (π ) =
R�a(θa)R�b(θb) into two rotations about axes in the xy plane. Us-
ing these definitions, we can write the outcome of 


( j+1)
k �→

R�k j+1
(θ ( j+1)

k ) = R�k j
(θ ( j)

k )R�kab
(θ ( j)

k ) in SO(3). We write explic-

itly our condition for θ
( j+1)
k :

θ
( j+1)
k = 2 cos−1

[
1
2

(
1 − �k j · �kab + (1 + �k j · �kab) cos θ

( j)
k

)]
� π

t
. (37)

Substituting �k j · �kab with Eq. (35) into Eq. (37), we can rewrite
the condition as a constraint on θab or on �rab:

|�k j · �rab| �
√

cos π
2t − 1

cos θ
( j)
k − 1

,

cos θab � 1 − 2 cos π
2t − cos θk

1 − cos θ
( j)
k

. (38)

This indicates that we need R�rab (θab) to not be close to
R�k j,⊥ (π ) where �k j,⊥ ⊥ �k j . When t ≈ 24 and |θ ( j)

k | � 2π
t , this

condition is quite flexible and restricts cos θab > −0.873 or
|�k j · �rab| > 0.26. And when |θ ( j)

k | � 4π
t , cos θab > −0.967 or
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|�k j · �rab| > 0.128. At worst, when |θ ( j)
k | = π

t , the restriction is

that cos θab > − 1
2 or |�k j · �rab| > 1

2 . When μ � k or μ � k,
the conjugation rotations C affect the kth and μth subspaces
very differently due to the rotation (C)μ and (C)k being com-
posed of rotations about the same axes, but by very different
angles, indicated by the ratio of k

μ
. Thus, by changing how we

decompose C into rotations in the xy plane, we can ensure
the flexibility of R�rab (θab). When μ ∼ k, specifically, when√

k
μ

≈ 1, θab will be close to π because (C)μ is a rotation

by π . Thus, the only way to ensure θ
( j)
k is maintained is

to clean such μ when �μ · �k j � 1
2 ; i.e., (Uj )μ and (Uj )k are

rotations about different enough axes. Also, note that 1
2 is a

worst-case scenario, when (Uj )k is a rotation by precisely π
t ,

and from our discussion of Eq. (38) this constraint becomes
relaxed quickly. We also note that when μ � k, the effect of
the conjugation sequence upon the kth subspace is negligible
and so �kab ∼ �k j ⇒ θ

( j+1)
k ∼ 2 ∗ θ

( j)
k .

In order to roughly bound l for asymptotically large n, we
consider two different cases: k � n or k ∼ n. When k is much
less than n � 1, l is bounded by 4 by choosing t = 4. This is
because the majority of recursive steps involve μ � k, and
thus we have many choices in the order of the cleaning to
almost double the angle on the kth subspace at a given step.
Thus, whenever θ

( j)
k ∼ π

t , we can clean a subspace such that

θ
( j)
k ∼ 2π

t , which provides an ideal constraint from Eq. (38)
for the next recursive step. And so we can improve the angle
on the kth space to ensure cleaning subspaces near k can be
done optimally. When k � 1, we have the opposite situation
because for large k, �k = √

k + 1 − √
k = 1

2
√

k
. Thus, on the

order of
√

k pulses are needed to separate the rotations on
the kth and (k + 1)-th subspaces. However, by cleaning the
subspaces outside the range k ± √

k, we are in effect separat-
ing the subspaces near k from each other, albeit slower than
directly applied pulses. This is because (C)k, (C)k+1 perform
almost the same rotation and differ slightly in the angle by
on the order 1√

k
. Thus, at every recursive step, we build up

a difference in the axis of rotation between the k and k + 1
subspace of about 1

k . So after ≈ k
2 recursive steps, we build up

a difference of ≈ 1
2 , the necessary difference for the worst case

scenario in maintaining θ
( j+1)
k when θ

( j)
k = π

t . Of course, we

cannot guarantee that all subspaces within k ± √
k can be opti-

mally separated from k at the same time, and so k � t � k2
√

k

to capture the worst case scenarios of cleaning between one
and 2

√
k subspaces while their axes of rotation are parallel

to the kth subspace’s axis of rotation at each recursive step.
Therefore, as it is highly unlikely that the 2

√
k subspaces will

all be exactly parallel to k and given our freedom to clean
subspaces, the majority of which are not near the kth, in any
order, we generally bound l by k2.

In summary, a total of (l + 2)(2n − 4) + 8 sideband pulses
are needed to construct any clean elementary SU(2) rotation
in sQM in Eq. (31), where l is roughly O(k2) and k is the
subspace index (1 � k � n). We know the decomposition of
an arbitrary d × d unitary operation needs at most d (d − 1)/2
two-level unitaries [14], and each two-level unitary can be
further constructed from roughly d clean elementary SU(2)

rotations in sQM as described in Sec. IV B [Eqs. (15), (17),
(18), (20), and (21)]. Thus, the total number of control pulses
needed for an arbitrary d × d unitary operation is O(d52d/2),
or equivalently O(n52n) in terms of n since d = 2(n + 1).
Note that this scaling comes from a worst case estimation, and
for typical unitaries one might expect a better scaling.

V. ALGORITHMS AND EXAMPLES

We have also implemented an algorithm according to the
above constructive proof to produce composite pulse se-
quences that can realize arbitrary elementary clean SU(2)
unitary operations. We describe our algorithm in detail in
Sec. V A, where an example construction of clean elementary
Pauli X gate for an 8-QO qudit (three subspaces in sQM and
four subspaces in cQM) is given. We then present in Sec. V B
more extensive numerical results on the construction of clean
elementary Pauli X gates in d-QO qudits [d = 2(n + 1)] for
all n � 22 and demonstrate the agreement between numerical
and theoretical bounds on the number of sideband pulses.

A. Details of the algorithm and example construction
of Pauli X gate on a 8-QO qudit

Following is an algorithm for constructing a gate with iden-
tity operations I on all of the subspaces apart from subspace
k, which has an X or Y gate (i.e., I1 ⊕ · · · ⊕ �k ⊕ · · · ⊕ In,
where �k ∈ {X,Y }). This algorithm parallels the recursive
procedure described in Sec. IV C 1; however, we do not imple-
ment the strategies described in Sec. IV C 2 but rather rely on
empirical optimization over the four degrees of freedom de-
scribed at the end of V A to achieve efficient pulse sequences.

Note that we adopt the convention of using the SO(3)
representation in which a rotation about unit vector r̂ by angle
θ is represented by Rr̂ (θ ) throughout the description of the
algorithm. Once our sequence involves only rotations about
unit vectors in the xy plane, we can convert each rotation into
the SU(2) representation Vs(θ, φ) for red sideband pulses.

(1) Construct an ordered pulse sequence SI (order goes
from left to right) that results in the operation I1 ⊕ · · · ⊕ 
k ⊕
· · · ⊕ In.

(a) Select distinct μ1, μ2 ∈ Z with 1 � μ1, μ2 � n

such that
√

k
μ1

,
√

k
μ2


∈ Z.

(b) Initialize SI to be the four-pulse sequence

SI ←
{

Rŷ

(
π√
μ1

)
, Rx̂

(
2π√
μ2

)
, Rŷ

(
π√
μ1

)
,

×Rx̂

(
− 2π√

μ2

)}
(39)

that leaves Iμ1 and Iμ2 on subspaces μ1 and μ2 unchanged
while rotating subspace k.

(c) For each subspace m apart from k, μ1, and μ2 (i.e.,
for each m ∈ Z with 1 � m � n, excluding k, μ1, and μ2),
suppose that the operation on this subspace is 
m after the
application of pulse sequence SI . If 
m = Im, continue to
the next such m. Otherwise, let r̂m and θm be the axis and
angle of the rotation induced by 
m, respectively, and then
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set

SI ←
{

SI , Rr̂⊥
m

(
− π√

m

)
, SI , Rr̂⊥

m

(
π√
m

)}
, (40)

where r̂⊥
m is any unit vector perpendicular to r̂m.

Continue to the next such m and repeat, using the op-
eration 
m on subspace m following the application of the
updated sequence SI .
(2) Use pulse sequence SI to place an X or Y gate on

subspace k.
(a) Letting θk be the angle corresponding to rotation 
k

and r̂k the corresponding axis, calculate l = � π
θk

� − 1, and

define the components of unit vectors α̂ and β̂ as follows.
If the desired gate �k is X , then we have

α1 = cos
lθk

2
csc

θk

2
, (41)

α2 = csc
θk

2

√
− cos2

θk

2
+ (

1 − β2
2

)
sin2 lθk

2
, (42)

α3 = −β2 csc
θk

2
sin

lθk

2
, (43)

β1 = cos
θk

2
csc

lθk

2
, (44)

β3 = csc
lθk

2

√
− cos2

θk

2
+ (

1 − β2
2

)
sin2 lθk

2
, (45)

where β2 is a free real parameter with

|β2| �

√√√√1 − cos2 θk
2

sin2 lθk
2

(46)

such that all of the components of α̂ and β̂ are real. Note
that this range is guaranteed to be nonempty because it
follows from the definition of l by l = � π

θk
� − 1 that

sin2 lθk

2
� cos2 θk

2
. (47)

Similarly, if the desired gate �k is Y , then we have

α1 = − csc
θk

2

√
− cos2

θk

2
+ (

1 − β2
1

)
sin2 lθk

2
, (48)

α2 = cos
lθk

2
csc

θk

2
, (49)

α3 = β1 csc
θk

2
sin

lθk

2
, (50)

β2 = cos
θk

2
csc

lθk

2
, (51)

β3 = csc
lθk

2

√
− cos2

θk

2
+ (

1 − β2
1

)
sin2 lθk

2
, (52)

where β1 is a free real parameter with

|β1| �

√√√√1 − cos2 θk
2

sin2 lθk
2

(53)

such that all of the components of α̂ and β̂ are real, where
this range is nonempty for the same reason as that provided
above.

(b) For β̂, calculate

r̂β = r̂k × β̂

‖r̂k × β̂‖ , (54)

θβ = cos−1(r̂k · β̂ ), (55)

and calculate r̂α and θα similarly for α̂. Finally, the desired
sequence is now

SI ←
{

Rr̂β

(
− θβ√

k

)
, Sl

I , Rr̂β

(
θβ√

k

)
,

Rr̂α

(
− θα√

k

)
, SI , Rr̂α

(
θα√

k

)}
, (56)

where Sl
I denotes the l-fold repetition of the sequence SI .

To obtain a sequence with �k = −I , the algorithm can
be carried out for �k = X and the resulting sequence re-
peated, since throughout this work we define X = iσx, and
(iσx )2 = −I .

Note that the rotation unit vectors r̂⊥
m , r̂β , and r̂α need not

be in the xy plane, and so the rotations about these vectors
might not be achievable by a single rotation with axis in
the xy plane. However, these rotations—and, more generally,
any rotation Rr̂ (θ )—can also be algorithmically decomposed
into an equivalent pair of xy-plane rotations according to the
subroutine in Appendix C. With this subroutine, any rotations
about axes not in the xy plane are converted into sequences of
two rotations about axes in the xy plane, thus ensuring that
all rotations in our final sequence are about axes in the xy
plane. Finally, these rotations about axes in the xy plane in
SO(3) notation of the form Rr̂ (θ ) with r̂ = 〈r1, r2, 0〉 can be
converted into the form of red sideband pulses Vs(θ, φ) by the
equivalence

Rr̂ (θ ) ↔ Vs(θ, atan2(r2, r1)), (57)

where atan2 denotes the standard two-argument arc-tangent
function.

Finally, it is worth noting that there are four primary de-
grees of freedom in this algorithm:

(i) the choice of μ1, μ2 for the initial four-pulse SI se-
quence;

(ii) the order in which the operators on the remaining
subspaces are converted to the identity;

(iii) the axis r̂⊥
m of the rotation used to conjugate SI when

converting the operator on subspace m to the identity; and
(iv) the angle φ in each decomposition of a rotation about

an axis r̂ not in the xy plane into a sequence of two rotations
about axes r̂1 and r̂2 in the xy plane.

These degrees of freedom can be chosen accordingly to
empirically minimize the number of pulses in the sequence
by ensuring that θk is near π after step 1 of the algorithm,
which in turn minimizes l and thus minimizes repetition of
the SI sequence.

This algorithm has been written in PYTHON, and the code
[35] has been used to generate sequences of red sideband
pulses of the the form Vs(θ, φ) that produce the gates I1 ⊕
I2 ⊕ X3 and I1 ⊕ I2 ⊕ Y3. The resulting parameters for the
sequences are provided in Table I.
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TABLE I. Pulse sequences for I1 ⊕ I2 ⊕ X3 and I1 ⊕ I2 ⊕ Y3.

I1 ⊕ I2 ⊕ X3 I1 ⊕ I2 ⊕ Y3

θ φ θ φ

−1.0956 −2.8651 −1.3098 −2.7835
−π/

√
3 0.4867 −π/

√
3 0.4210√

2π π/2
√

2π π/2
π 0 π 0√

2π π/2
√

2π π/2
−π 0 −π 0
π/

√
3 0.4867 π/

√
3 0.4210

1.0956 −2.8651 1.3098 −2.7835
−1.8073 −0.3267 −1.4071 −2.6391
−2.0499 −π −1.2674 0√

2π π/2
√

2π π/2
π 0 π 0√

2π π/2
√

2π π/2
−π 0 −π 0
2.0499 −π 1.2674 0
1.8073 −0.3267 1.4071 −2.6391

B. Numerical scaling of the number of pulses

To support the theoretical bound we derived on the con-
struction in Sec. IV C 2, we also use our code to generate
pulse sequences to construct gates of the form I1 ⊕ I2 ⊕ · · · ⊕
In−1 ⊕ Xn up to the lowest 23 Fock levels of the oscillator,
i.e., 22 subspaces in sQM (excluding states |0, 0〉 and |1, n〉
from the sQM because they undergo trivial transformations in
red sideband pulses). We plot the total number of sideband
pulses used in each case as a function of n, as is shown in
Fig. 5. The approximate linear dependence in log-scale em-
pirically demonstrates the exponential scaling of the number
of pulses with the QO-qudit dimension (or the truncated oscil-
lator dimension), which is consistent with the bound proven in
Sec. IV C 2. Note the small deviation of the numerical results

FIG. 5. Lengths of pulse sequences for constructions of gates of
the form I1 ⊕ I2 ⊕ · · · ⊕ In−1 ⊕ Xn up to 22 subspaces, where the
solid line indicates the theoretical scaling of 2n for n subspaces. The
small deviation of the numerical points from the theoretical bound is
due to the degrees of freedom for tuning our algorithm, as detailed in
Sec. V A.

from exact exponential scaling in Fig. 5 is a manifestation of
the several degrees of freedom mentioned in Sec. V A that we
can tune, which yields a slightly different number of pulses
for each n. Also note the gates I1 ⊕ I2 ⊕ · · · ⊕ In−1 ⊕ Xn syn-
thesized here are all elementary SU(2) rotations in the sQM,
so the polynomial prefactor n5 (as described in Sec. IV for an
arbitrary n × n unitary) does not apply.

VI. CONCLUSIONS

We have shown that an infinite-dimensional harmonic os-
cillator can be truncated to a finite-dimensional subspace
(n + 1) for any n ∈ Z by coupling to a single qubit, to form a
d-dimensional QO qudit for d = 2(n + 1). A recursive con-
struction is given to synthesize arbitrary unitary operations
in the QO qudit using only the red sideband and the carrier
pulses fully analytically. These control pulses used in our con-
struction are routinely available in a Jaynes-Cummings type
interaction as is easily realized in many physical platforms
including trapped ions. The ability to synthesize arbitrary uni-
tary operations in a d-QO qudit immediately implies universal
control on the corresponding truncated oscillator. At the heart
of our construction is the utilization of the naturally repeated
pattern in the spectrum of an oscillator. This repeated pattern
allows us to recursively clean each two-dimensional subspace
by the dynamical decoupling technique. To analyze the scal-
ing of our construction, a bound on the number of sideband
pulses required to accomplish the construction is derived. It
is shown that the number of sideband pulses scales exponen-
tially as the dimension d of a QO qudit with a low-degree
polynomial prefactor depending on d .

We believe the exponential scaling derived is optimal and
cannot be reduced to a polynomial scaling, if the synthesized
unitary is completely arbitrary and is constructed fully analyti-
cally as in our work. From the viewpoint of complexity theory,
it also indicates the task of closing a low-energy subspace
in an oscillator and construct an arbitrary unitary operation
to arbitrary precision is exponentially hard. The exponential
scaling of the number of pulse also translates to an expo-
nential scaling of total energy required. Therefore, closing a
finite-dimensional low-energy subspace of the oscillator does
not surmount the unphysically infinite amount of energy re-
quirement on the universal control of an oscillator. However,
following Ref. [23], numerical optimizations may be used to
reduce pulse requirements, and it is likely that significant sim-
plifications can be realized for specific unitaries, especially
those with additional structure.

It should be noted that our construction should work for
a larger class of Hamiltonians beyond the JC Hamiltonian.
One example is for trapped ions beyond the deep Lamb-Dicke
regime where the Rabi frequency of the subspaces are pro-
portional to the Legendre polynomial, instead of a simple

√
n

dependence as discussed above. It would be interesting to gen-
eralize this to other Hamiltonians where unbounded bosonic
systems are utilized for quantum computation, such as
transmon+microwave cavity in the superconducting architec-
ture. Moreover, by hybridizing the unitaries constructed under
the Fock basis in this work with various continuous-variable
type operations, more efficient and powerful operations are
likely to arise.
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Our discussions presented above assume perfectly iso-
lated qubit-oscillator systems. In practical applications, the
qubit-oscillator system may be coupled to an external noisy
environment, leading to the presence of quantum noise in
QOQ. In such noisy cases, the scheme proposed above
cannot be directly applied. However, this can be circum-
vented by combining our protocol with proper quantum
error-correcting codes. For example, depending on the nature
of the quantum noise (system-bath coupling), a subspace of
our qubit-oscillator system may be identified that is immune
to the noise produced by the environment. Therefore, our
protocol can be applied to the decoherence-free subspace [36]
of the qubit-oscillator system. More generally, we may use our
protocol to implement arbitrary unitary operations directly on
the logical qubits/qudits (instead of the Fock levels) defined
by a given quantum error-correcting code to get rid of the pos-
sible errors induced by coupling to external environment. Any
unitary operations on these logical states can be implemented
by our protocol, as is guaranteed by the universality proved in
Sec. IV.

As a final note, the present work suggests that the combina-
tion of qubit+bosonic system may serve as hardware-efficient
quantum resources for computational and information stor-
age. Going beyond a single QO qudit, our constructions may
be generalized to include interactions between two QO qudits,
for realizing QO-qudit-based universal quantum computation
as was pioneered in Ref. [23]. We hope that analytical ap-
proaches, such as those demonstrated here, will lead to further
understanding of the algebraic structure of the tensor product
of QO qudits.
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APPENDIX A: DEFINITION OF THE GENERALIZED
GELL-MANN MATRICES

In general, for a d × d Hermitian matrix H , we can find a
set of basis matrices, such that H can be written as a linear
combination of the basis matrices. Denote Ei j as the d × d
matrix with the (i, j)-th element being 1 and the rest being
zeros. Recall that for the (2 × 2)-dimensional case there are
four Pauli matrices, i.e., I, σz, σx, σy. In analogy to σz, we can
define (d − 1) diagonal matrices MZ

j in the following way:

MZ
j =

√
2

j( j − 1)

(
j−1∑
k=1

Ekk − ( j − 1)Ej j

)
, (A1)

where 2 � j � d . Similarly, there are d (d − 1)/2 real matri-
ces MX

jk

MX
jk = Ejk + Ek j (2 � j < k � d ) (A2)

in analogy to σx, and another d (d − 1)/2 imaginary matrices
MY

jk

MY
jk = −iE jk + iEk j (2 � j < k � d ) (A3)

analogous to σy. Simple counting suggests that there are a total
of d2 − 1 such basis matrices (without the identity matrix). It
can be verified that they are traceless and orthonormalized to
each other. Moreover, they are closed under the commutation

[
MZ

j , MZ
k

] = 0, (A4)

[
MZ

j , MX
lm

] = i

√
2

j( j − 1)

(
j−1∑
k=1

(
δkmMY

kl + δlkMY
km

)

−( j − 1)
(
δm jM

Y
jl + δl jM

Y
jm

))
, (A5)

[
MZ

j , MY
lm

] = i

√
2

j( j − 1)

(
j−1∑
k=1

(
δmkMX

kl − δlkMX
mk

)

−( j − 1)
(
δm jM

X
jl − δl jM

X
m j

))
, (A6)

[
MX

jk, MX
lm

] = iδklM
Y
jm + iδ jlM

Y
km + iδm jM

Y
kl + iδmkMY

jl ,

(A7)

[MY
jk, MY

lm] = − δklM
X
jm + δ jlM

X
km + δm jM

X
kl − δmkMX

jl ,

(A8)[
MX

jk, MY
lm

] = iδkmMX
jl − iδ jlM

X
km + iδm jM

X
kl − iδlkMX

m j .

(A9)

APPENDIX B: DECOMPOSING AN ARBITRARY
ROTATION INTO TWO ROTATIONS IN THE SAME PLANE

A well-known fact is any SO(3) rotation R�r (θ ) can be de-
composed into two reflections about planes p1, p2 intersecting
at an angle θ/2 such that �r = p1 ∩ p2:

R�r (θ ) = S(p1) ◦ S(p2). (B1)

Composing a reflection with itself produces the identity, and
thus we can insert a reflection about plane p into Eq. (B1)
and rewrite R�r (θ ) = S(p1) ◦ S(p) ◦ S(p) ◦ S(p2). We would
like to decompose arbitrary rotations into two red sideband
pulses, each of which is restricted to rotation about axis in the
xy plane, so we choose p to be the xy plane. Then, we find
R�r (θ ) = R�r1 (θ1)R�r2 (θ2), with �r1 = p1 ∩ p and �r2 = p ∩ p2,
and θi/2 = |∠(pi, p)|, the angle between the planes. We can
always choose p1, p2 to be different from the xy plane, so we
are guaranteed to find a decomposition into two red sideband
pulses.
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APPENDIX C: SUBROUTINE ON DECOMPOSITION
OF ROTATIONS IN TO THE xy PLANE

Here is a detailed subroutine to decompose any rotation
Rr̂ (θ ) into rotations with rotation axes lying in the xy plane:

(1) If r̂ is already in the xy plane (i.e., its z component is
equal to zero), then there is no need for decomposition, and
the rotation can be made directly.

(2) If r̂ is not in the xy plane, then find a unit vector r̂⊥
1 that

is perpendicular to r̂ = 〈r1, r2, r3〉. Because the z component
r3 is nonzero, such a vector is given by

r̂⊥
1 = 1√

r2
1 + r2

3

〈−r3, 0, r1〉. (C1)

(3) Find a second unit vector r̂⊥
2 that is perpendicular to

both r̂ and r̂⊥
1 by taking

�r⊥
2 = r̂ × r̂⊥

1

‖r̂ × r̂⊥
1 ‖ . (C2)

(4) For any value of φ ∈ R, 0 � φ < 2π , take the unit
normal vectors

n̂1 = r̂⊥
1 cos (φ) + r̂⊥

2 sin (φ), (C3)

n̂2 = r̂⊥
1 cos

(
φ + θ

2

)
+ r̂⊥

2 sin

(
φ + θ

2

)
, (C4)

where a reflection through the plane with normal vector n̂1

followed by a reflection through the plane with normal vector
n̂2 is equivalent to a rotation about r̂ by an angle of θ .

(5) Next, as per the discussion in Appendix B, two re-
flections about the xy plane (which together are equivalent
to the identity transformation) are inserted, and this sequence
is recomposed into a sequence of two rotations about unit
vectors r̂1 and r̂2 in the xy plane.

In particular, define ẑ = 〈0, 0, 1〉 to be the unit normal
vector to the xy plane, and take

r̂1 = n̂1 × ẑ

‖n̂1 × ẑ‖ , (C5)

θ1 = 2 cos−1 (n̂1 · ẑ, ) (C6)

r̂2 = ẑ × n̂2

‖ẑ × n̂2‖ , (C7)

θ2 = 2 cos−1 (ẑ · n̂2). (C8)

It is guaranteed that r̂1 and r̂2 lie in the xy plane because
they must, by definition, be perpendicular to ẑ. Moreover,
these choices give the equivalence

Rr̂ (θ ) ↔ {Rr̂1 (θ1), Rr̂2 (θ2)} (C9)

of the sequence of rotations {Rr̂1 (θ1), Rr̂2 (θ2)} about axes in
the xy plane with the original rotation Rr̂ (θ ), as desired.
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