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ABSTRACT: The ability to accurately predict the finite temperature
properties and phase diagrams of realistic quantum solids is central to
uncovering new phases and engineering materials with novel properties ripe
for device applications. Nonetheless, there remain comparatively few many-
body techniques capable of elucidating the finite temperature physics of
solids from first principles. In this work, we take a significant step toward
developing such a technique by generalizing our previous, exact fully ab
initio finite temperature Auxiliary Field Quantum Monte Carlo (FT-
AFQMC) method to model periodic solids and employing it to uncover the
finite temperature physics of periodic hydrogen chains. Our chains’ unit
cells consist of 10 hydrogen atoms modeled in a minimal basis, and we
sample 5 k-points from the first Brillouin zone to arrive at a supercell
consisting of 50 orbitals and 50 electrons. Based upon our calculations of
these chains’ many-body energies, free energies, entropies, heat capacities, double and natural occupancies, and charge and spin
correlation functions, we outline their metal−insulator and magnetic ordering as a function of both H−H bond distance and
temperature. At low temperatures approaching the ground state, we observe both metal−insulator and ferromagnetic−
antiferromagnetic crossovers at bond lengths between 0.5 and 0.75 Å. We then demonstrate how this low-temperature ordering
evolves into a metallic phase with decreasing magnetic order at higher temperatures. In order to contextualize our results, we
compare the features we observe to those previously seen in one-dimensional, half-filled Hubbard models at finite temperature and
in ground state hydrogen chains. Interestingly, we identify signatures of the Pomeranchuk effect in hydrogen chains for the first time
and show that spin and charge excitations that typically arise at distinct temperatures in the Hubbard model are indistinguishably
coupled in these systems. Beyond qualitatively revealing the many-body phase behavior of hydrogen chains in a numerically exact
manner without invoking the phaseless approximation, our efforts shed light on the further theoretical developments that will be
required to construct the phase diagrams of the more complex transition metal, lanthanide, and actinide solids of longstanding
interest to physicists.

1. INTRODUCTION
One of the central pursuits of modern condensed matter
physics has been to predict and explain material phase
diagrams. While phase transitions may be driven by changing
a variety of external conditions, some of the most
experimentally accessible phase transitions are those that
occur upon varying temperature and include thermally induced
structural,1 metal−insulator,2,3 magnetic,4 and superconduct-
ing transitions,5 as well as involute combinations thereof.
Despite decades of intensive research, however, much remains
to be understood about such transitions in many materials,
including the transition metal oxides,3,6 lanthanides,1 and
actinides.7 Indeed, one of the longest standing questions in all
of physics has been the mechanism that underlies the transition
to high-temperature superconductivity in the cuprates5 and
other more recently discovered superconductors, including the
pnictides,8 ruthenates,9 and sulfur hydrides.10

While modern electronic structure methods should, in
principle, be able to shed a clarifying light on the mechanisms

that underlie these transitions, reliable f irst-principles calcu-
lations of materials at finite temperatures remain a formidable
challenge. Even leaving the proper description of phonons
aside,11 this is in large part because being able to model finite
temperature phase transitions not only requires being able to
capture thermal effects and handle all of the numerous terms of
an ab initio Hamiltonian but also being able to correctly treat
all forms of electron correlation and the wide range of energy
scales that underlie most material properties. It is because of
these complexities that most finite temperature formalisms,
including many diagrammatic12 and determinant-based13
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quantum Monte Carlo (QMC) techniques, finite temperature
Density Matrix Renormalization Group (DMRG) theory,14

Dynamical Mean Field Theory (DMFT),15 and the Dynamical
Cluster Approximation,16 were initially developed with low-
energy effective models, such as the Hubbard or t-J models, in
mind. Among the most successful of the theories explicitly
constructed to accommodate realistic Hamiltonians are
embedding theories such as combinations of DMFT and
electronic structure techniques like Density Functional Theory
(DFT+DMFT)17,18 and the GW method (GW+DMFT),19

finite temperature, second order Green’s function theory (FT-
GF2),20−22 and, most recently, finite temperature Density
Matrix Embedding Theory (FT-DMET).23 Nevertheless, these
theories typically struggle to describe long-range electron
correlation that extends beyond the confines of their
embedded fragments.
While the quest for a finite temperature theory for solids

may therefore seem treacherous, two key developments make
the landscape more hospitable than it initially seems. First and
foremost, over the past few decades, monumental strides have
been made in the physics and chemistry communities
developing ab initio theories capable of accurately describing
correlation in the ground state. Although many of these
theories were originally aimed at describing molecules, in
recent years, techniques such as Møller−Plesset Perturbation
(MPX) Theory,24 Coupled Cluster (CC) Theory,25 and Full
Configuration Interaction Quantum Monte Carlo26 have been
generalized and successfully applied to ab initio solids,
tantalizingly opening the door to “chemically accurate”
descriptions of materials at relatively low electronic temper-
atures. At the same time, a number of novel finite temperature
generalizations of ground state electronic structure theories
applicable to ab initio Hamiltonians have emerged in recent
years, including finite temperature MPX,27 CC,28−31 and
stochastic algorithms, such as Density Matrix Quantum Monte
Carlo,32 Path Integral Monte Carlo,33 and our own Auxiliary
Field Quantum Monte Carlo.34,35 To date, the majority of
these finite temperature theories have been benchmarked
against small molecules, but taken together, these advances beg
the following questions: How accurately can these f inite
temperature theories be generalized to solids? Can they reveal
any fundamental insights into the physics of heretofore obscure
phase transitions?
One enlightening proving ground for beginning to resolve

these questions is periodic hydrogen chains. As the first
element on the periodic table that can be reasonably
represented using a compact basis, one may at first dismiss
hydrogen as being too simplistic. Nevertheless, developing
theories capable of accurately modeling the ground state
dissociation of even the hydrogen dimer has been a historical
challenge because of its multireference character.36 Indeed,
without corrections, perturbation, and even coupled cluster,
theories struggle to capture the correct ground state energy of
the dimer at large bond lengths. These struggles are magnified
within periodic hydrogen chains and networks, the most
simplistic models of solids. In recent years, some of the most
powerful electronic structure methods currently available,
including Diffusion Monte Carlo,37 DMRG,38 and Multi-
reference Configuration Interaction, have been brought to bear
on the ground states of varying length one-dimensional
hydrogen chains, demonstrating that, despite their seeming
simplicity, they exhibit fascinating metal−insulator, ferromag-
netic−antiferromagnetic, and dimerization transitions.37−41

Given the complexity of their ground state physics and the
limited set of finite temperature methods available, even less is
known about these hydrogen chains at finite temperatures. In
two seminal studies, Zgid et al. employed the temperature-
dependent GF2 (FT-GF2) method to show that, at low
temperatures, short bond length hydrogen chains exhibit
metallic behavior, while long bond length chains exhibit
insulating behavior. However, due to the method’s intrinsic
nonlinearities, FT-GF2 was found to yield two solutions with
different, sometimes conflicting properties at intermediate and
long bond lengths, thus complicating the ultimate interpreta-
tion of these results.42,43 Beyond this work, most of what is
known is based upon analytical derivations44−46 and
simulations of one-dimensional variants of the Hubbard
model,47−49 which lack the array of long-range Coulomb and
hopping interactions that make hydrogen physics unique. The
possibility of uncovering thus far unexplored finite temperature
hydrogen physics thus makes these chains an alluring target,
even beyond their utility for benchmarking.
In this paper, we extend our previous research developing a

finite temperature Auxiliary Field Quantum Monte Carlo (FT-
AFQMC) method capable of treating arbitrary ab initio
Hamiltonians34 to the treatment of periodic solids. Using
periodic Gaussian-type orbitals (p-GTOs),50 we employ our
algorithm to study metal−insulator and magnetic crossovers in
periodic H10 chains. To characterize the charge and magnetic
ordering within our chains as a function of temperature and
H−H bond distances, we evaluate the chains’ free energies,
entropies, heat capacities, double and natural occupancies, and
spin and charge correlation functions within the FT-AFQMC
formalism. Based upon these measures, at temperatures that
approach the ground state, we find clear evidence of a
crossover from a metallic, ferromagnetic to an insulating,
antiferromagnetic phase as the inter-H distance is increased
from 0.5 to 0.75 Å, in qualitative agreement with recent ground
state studies.39 Our calculations moreover illustrate how the
chains become increasingly metallic, while losing their
magnetic ordering upon increasing the temperature. Interest-
ingly, unlike in studies of 1D Hubbard models which manifest
two peaks, we observe only one peak in these chains’ heat
capacities as a function of temperature, suggesting that realistic,
off-diagonal interactions couple charge and spin fluctuations
together in a manner not observed in models with only short-
range interactions. We moreover find the first evidence of the
Pomeranchuk effect in a realistic one-dimensional solid. Our
work therefore takes a significant step toward the fully ab initio
modeling of the thermodynamic phase transitions of solids
while also exemplifying the distinctive physics such ab initio
modeling reveals.
We begin describing our findings with a discussion of our

methodology, including how we integrate periodic Gaussians
into our FT-AFQMC formalism and compute a wide variety of
many-body observables in Section 2. We then present our
results for chains of varying lengths as a function of
temperature in Section 3. In order to contextualize our
findings, we contrast our results with long-standing results for
one-dimensional Hubbard models as well as more recent
simulations of ground state hydrogen chains. Lastly, we
conclude with a discussion of future innovations that will
improve the accuracy of our current results and extend the
applicability of our formalism to larger, more complex
multidimensional solids in Section 4.
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2. METHOD: FT-AFQMC IN A PERIODIC GAUSSIAN
BASIS

2.1. Ab Initio Finite Temperature AFQMC. In this
Section, we summarize the salient points of the ab initio FT-
AFQMC algorithm; for a more comprehensive description,
please refer to our previous publication on the topic.34

In equilibrium quantum statistical mechanics, the key
quantity of interest from which all other quantities derive is
the partition function. As is traditional in many finite
temperature formalisms, in FT-AFQMC,13,51 focus is placed
on sampling the grand canonical partition function

Tr e( )H N( )Ξ ≡ β μ− ̂ − ̂
(1)

where Ĥ is the system’s Hamiltonian, μ is the chemical
potential, N̂ is the electron number operator, and β = 1/kBT is
the inverse temperature. The most straightforward way of
evaluating this partition function is to evaluate the trace by
explicitly summing over all states in Fock space, as is done in
exact diagonalization. Since the size of Fock space grows
exponentially with the number of basis functions employed,
however, this approach very rapidly becomes intractable for all
but the smallest of toy systems.
In order to circumvent this exponential blockade, FT-

AFQMC samples the grand canonical partition function.13,51

To do so, the partition function is first discretized into L
smaller imaginary time pieces or propagators

Tr e Tr e( ) limH N

l

L
H N( )

0 1

( )
i

k
jjjjjj

y

{
zzzzzz∏=β μ

τ

τ μ− ̂ − ̂

△ → =

−△ ̂ − ̂

(2)

with Δτ = β/L and where l labels the imaginary time slice. In
order to further simplify these short-time propagators, the
Hamiltonian is broken into one-, Ĥ1, and two-body, Ĥ2, pieces
(note that, while the chemical potential term may be combined
into the one-body piece, we separate it in the following
exposition). It can be proven that any ab initio Hamiltonian
can be recast as34,52

H H H H v
1
21 2 1

2∑ λ̂ = ̂ + ̂ = ̂ + ̂
γ

γ γ
(3)

where v̂γ represents a one-body operator, λγ is a complex
constant, and γ is an index that runs over all such operators.
This final expression for the Hamiltonian may then be
substituted into eq 2. While the exponentials of the Ĥ1 terms
may be directly evaluated because they are one-body in
nature,53 the exponentials of the two-body vγ

2 terms must be
simplified into exponentials of one-body terms via the
continuous Hubbard-Stratonovich transformation54

e d e e
1
2

v v/2 /22 2∫π
ϕ=τλ

γ
ϕ ϕ λ τ−Δ ̂

−∞

∞
− − Δ ̂γ γ γ γ γ γ

(4)

in which ϕγ denotes the auxiliary field associated with the γ-th
one-body operator. Combining all of these exponentials
together, the propagator at each imaginary time slice may be
expressed as

e d p B( ) ( )H N( ) ∫ ϕ ϕ ϕ= ̂τ μ−Δ ̂ − ̂

−∞

∞

(5)

where

B e e e( ) H N v H N/2( ) /2( )1 1

Ä

Ç

ÅÅÅÅÅÅÅÅÅÅÅÅ

É

Ö

ÑÑÑÑÑÑÑÑÑÑÑÑ
∏ϕ̂ = τ μ

γ

ϕ λ τ τ μ−Δ ̂ − ̂ − △ ̂ −Δ ̂ − ̂
γ γ γ

(6)

is a one-body propagator that is a function of the multidimen-
sional auxiliary field vector ϕ, and p(ϕ) is a multidimensional
normal distribution over ϕ. The one-body propagator can be
further expressed as the product of spin up and down
contributions as B̂(ϕ) = B̂↑(ϕ)B̂↓(ϕ) assuming the Hamil-
tonian does not contain any spin−orbit or relativistic terms
that flip spins. The partition function Ξ may thus be written as
a trace over one-body propagators that are functions of
auxiliary fields in a high-dimensional auxiliary field space

Tr d p B B( ) ( ) ( )
l

L

l l l l
1

Ä

Ç

ÅÅÅÅÅÅÅÅÅÅÅ

É

Ö

ÑÑÑÑÑÑÑÑÑÑÑ
∫∏ ϕ ϕ ϕ ϕΞ ≈ ̂ ̂

= −∞

∞

↑ ↓
(7)

The trace over Fermions may be evaluated analytically to yield
the final expression for the partition function as an integral
over determinants55

d p I B B B

I B B B

( )Det ( )... ( ) ( )

Det ( )... ( ) ( )

L

L

2 1

2 1

∫ ϕ ϕ ϕ ϕ ϕ

ϕ ϕ ϕ

Ξ ≈ [ + ]

× [ + ]
−∞

∞

↑ ↑ ↑

↓ ↓ ↓ (8)

where B(·) is the corresponding matrix representation of the
one-body propagator B̂(·). It is only in the limit that L → ∞
(or Δτ → 0) that the exact partition function is recovered.
In order to evaluate finite temperature observables, such as

those described in Section 2.3, FT-AFQMC samples the
partition function by sampling the fields in eq 8. As sampling
any arbitrary set of fields may produce complex-valued
determinants that correspond to complex probabilities, a
phase problem in which complex probabilities that cancel one
another during averaging is likely to emerge.56 To mitigate this
problem, we first background subtract a reasonable approx-
imant to the full Hamiltonian and recover the remaining
portion by sampling auxiliary fields in a step by step and orbital
by orbital fashion.13,52 In principle, the subtracted background
can be arbitrary and will only affect the variance of the
observables while leaving their expectation values unaltered.
However, the closer the background subtracted Hamiltonian is
to the exact solution, the milder the phase problem will be.
Here, a mean field background is subtracted because of the
ease with which observables may be evaluated in mean field
theory (see the Supporting Information for further details).
More specifically, we begin by initializing the weight of each

walker (i.e., random sample) to 1 and each determinant to
Det[I + BT...BTBT]. At each time slice and orbital, we then
sample a new auxiliary field and replace the corresponding trial
one-body propagator B̂T with an updated one-body propagator
B̂(ϕ). If we denote the last field sampled at time slice k for
orbital i as ϕik, the resulting determinant Mik

α will be

M I B B BDet ( ) ( ... )... ( )ik
T L k

ik k1 1ϕ ϕ ϕ= [ + ]α
α α α

−
(9)

where α denotes the spin. As each field is sampled, the walker
weight is multiplied by a factor W(ϕik), defined as the ratio of
the newly updated determinants to the previous determinants

W
M M

M M
( )ik

ik ik

i k i k( 1) ( 1)

ϕ =
↑ ↓

−
↑

−
↓

(10)
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Once all fields are sampled, each walker’s observables may be
computed based upon its final determinant. A weighted
average may then be obtained over all walkers. This process of
replacing all of the trial density matrices in the initial
expression for the determinants may subsequently be repeated
until observables of interest are computed with sufficiently
small error bars.
The phaseless approximation may additionally be applied on

top of this formalism, as is conventionally done in the ground
state AFQMC formalism.52 In this work, however, we forego
using the phaseless approximation and instead average over the
phases that arise so as to eliminate the uncontrolled bias the
phaseless approximation introduces. This implies that the
results presented here are exact and not biased by the use of
trial density matrices with specific charge or magnetic order.
2.2. Periodic Gaussians. In order to capture the

periodicity of the hydrogen chains we seek to model, we
construct our Hamiltonians using a periodic Gaussian basis.57

While Gaussian-type orbitals (GTOs) have served as a
remarkably successful basis for the construction of localized
molecular wave functions in quantum chemistry,36 the
simulation of periodic solids typically calls for the use of a
delocalized plane wave basis.58 Plane waves, however, often
converge painfully slowly with respect to the cutoff energy
when localized states are involved. This convergence may be
dramatically accelerated by representing localized core electron
states with pseudopotentials58 but at the inevitable price of
introducing pseudopotential errors. At the high temperatures
we aim for our methodology to model, electrons will be excited
from the core states pseudopotentials are designed to replace,
meaning that pseudopotential methods will inherently be
doomed to fail and one must instead turn to all-electron
calculations.
One particularly promising basis set for reconciling this

intrinsic tension between localization and delocalization is the
periodic Gaussian basis set. This basis set uses conventional
Gaussian basis functions to represent atomic orbitals locally
and then translates them periodically to capture the periodicity
of the system. Translational-symmetry-adapted periodic
Gaussian basis functions (p-GTOs), ϕnk(r), may therefore be
generated by translating a single GTO, ϕ̃n(r), according to the
formula57

r r R re e u( ) ( ) ( )k
R

k R k r
kn

i
n

i
n∑ϕ ϕ= ∼ − ≡· ·

(11)

In the above, n denotes the original GTO index, k represents
the translational momentum vector, which can be sampled
from the first Brillouin zone, and R is a lattice translation
vector. According to Bloch’s Theorem, p-GTOs may also be
expressed as products of plane waves, eik·r, and Bloch functions,
unk(r), leading to the second equality in eq 11. Based upon this
construction, No GTOs and Nk reduced k-points in the first
Brillouin zone yield a total of Nb = No × Nk basis functions,
which also defines the dimensionality of the problem (i.e., all
propagators will be of dimension Nb

2).
Because the Bloch function unk(r) is periodic, each p-GTO

can be Fourier transformed by a set of auxiliary plane waves57

r G e( ) ( )k
G

k
k G r

n n
i( )∑ϕ ϕ= + ·

(12)

G r rd( )
1

( )ek k
k G r

n n
i( )∫ϕ ϕ=

Ω Ω

− + ·
(13)

where G is a reciprocal lattice vector. These Fourier
components are used to calculate the one- and two-electron
integrals in the p-GTO basis. Density-fitting is used to improve
the efficiency with which the two-electron integrals are
represented.59 Based upon these one- and two-electron
integrals, the second-quantized Hamiltonian for any solid in
the p-GTO basis may be expressed as

H T c c

V c c c c
1
2

k k
k k k k

k k
k k

k k k k k k k k

m n
m n m n

p q
m n

p q m n p q n m

, , ,
,

, , ,

m n

m n m n

p q

m n

p q m n p q n m

∑

∑

̂ = ̂ ̂

+
′

̂ ̂ ̂ ̂

α
α α α α

αβ

αβαβ
α β β α

†

† †

(14)

where cp̂kpα
†/cp̂kpα respectively creates/annihilates an electron

with GTO index p, reduced momentum vector kp, and spin α,
Tmkmα,nknα denotes a one-body matrix element, and Vpkp,qkq,mkm,nkn

αβαβ

denotes a two-body matrix element. Note that the prime on
the second summation over two-body matrix elements
indicates that the expression must conserve the crystal
momentum such that

k k k k G0 (mod )p q m n+ − − = (15)

Similarly, crystal momentum conservation requires that km −
kn = 0 (mod G) for the one-body term Tmkmα,nknα, a condition
that reduces to km = kn because all reduced momenta are
within the first Brillouin zone. Since the p-GTOs are complex
orbitals, the Hamiltonian matrix elements are also complex in
general. It is this Hamiltonian that is decomposed according to
eq 3 in our implementation of FT-AFQMC for solids.

2.3. Calculation of Thermodynamic Properties and
Correlation Functions. Thermodynamic quantities and
correlation functions are essential for characterizing finite
temperature phases. Computationally accessing these quanti-
ties at a many-body level can be challenging. In this Section, we
describe how these quantities are obtained from our FT-
AFQMC simulations. In the case of the grand potential and
entropy, we will describe how we obtain their mean field
approximants and then discuss the difficulties associated with
directly calculating them at a many-body level instead of
relying upon expressions based upon the internal energy.

2.3.1. Internal Energy. The central quantity based upon
which virtually all other equilibrium thermodynamic quantities
can be expressed is the equal-time, one-electron Green’s
function, which may be written as

G
Tr c c B B B

Tr B B B

I
I B B B

( ) ( )... ( )

( ) ( )... ( )

( ) ( )... ( )

k k
k k

k k

m n
m n L L

L L

L L m n

,
1 1

1 1

1 1 ,

m n

m n

m n

Ä

Ç

ÅÅÅÅÅÅÅÅÅÅ

É

Ö

ÑÑÑÑÑÑÑÑÑÑ

ϕ ϕ ϕ

ϕ ϕ ϕ

ϕ ϕ ϕ

=
[ ̂ ̂ ̂ ̂ ̂ ]

[ ̂ ̂ ̂ ]

=
+

α α α α α α

α α α

α α α

†
−

−

− (16)

where α and k label the spin and reduced momentum of the
electron, respectively.53 The one-body density matrix may be
obtained from the Green’s function according to the
expression Dmkm,nkn

α ≡ ⟨cm̂kmα
†cn̂knα⟩ = δmkm,nkn − Gnkn,mkm

α . From
Wick’s Theorem, the total internal energy, U, may then be
expressed as
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U H T D

V D D

V D D D D

1
2

1
2

( )

k k
k k k k

k k k k

k k k k k k k k

k k k k

k k k k k k k k k k k k

m n
m n m n

pqmn
p q m n p m q n

pqmn
p q m n p m q n p n q m

, ,
, ,

, , ,

, , ,

m n
m n m n

p q m n

p q m n p m q n

p q m n

p q m n p m q p n q mn

∑

∑ ∑

∑ ∑

= ⟨ ̂⟩ =

+
′

+
′

−

α
α α

α

α β

αβαβ α β

α

αααα α α α α

≠

(17)

2.3.2. Heat Capacity. The heat capacity quantifies how
much internal energy is needed to raise the temperature of a
system by one unit. Distinct features in the temperature
dependence of the heat capacity thus directly correspond to
distinct physical processes or phases transitions. One
straightforward way of calculating the constant-volume heat
capacity, CV(T), is by differentiating the internal energy U with
respect to the temperature

C T
U
T

( )
d
dV =

(18)

If the internal energy can be computed at discrete temper-
atures, as is usual in numerical simulations, the differentiation
in eq 18 may be approximated by finite differences.60

Alternatively, one may first fit a continuous interpolation
curve between the discrete internal energy points and then
perform analytic differentiation on the interpolation function.
In our simulations, we employed the second approach by first
obtaining discrete internal energy points across a wide
temperature range (from 0.05 to 10 hartree/kB; unless
otherwise noted, we expressed all quantities in terms of atomic
units) with a spacing of about 0.1 for temperatures below 1
and 0.5 for temperatures above 1. We subsequently
interpolated among the discrete data points using cubic splines
and performed analytic differentiation to obtain our CV(T)
curves. It should be noted that, because Monte Carlo data
possess intrinsic statistical fluctuations, the specific heat curves
obtained in this fashion will typically manifest small non-
physical fluctuations whose magnitudes depend on the error
bars on the original internal energy points. We propagated the
error bars from the internal energy to the heat capacity as
described in Section S5 of the Supporting Information.
2.3.3. The Grand Potential and Entropy. The grand

potential is the characteristic state function for the grand
canonical ensemble in which we perform our simulations and
may be defined as61

k T lnBΩ = − Ξ (19)

The standard thermodynamic relation62 for the grand potential
may be manipulated to indirectly yield an expression for the
entropy

S
U N

T
μ= − Ω −

(20)

where μ is the chemical potential, and N is the total number of
electrons. In our FT-AFQMC formalism, by combining eqs 19
and 20 with eq 8, both the entropy and the grand potential can,
in principle, be written as an average over auxiliary field
configurations. However, this would require evaluating the
absolute value of the partition function (instead of only
weighted observables like the Green’s function), which cannot
be accomplished using traditional Monte Carlo sampling
techniques.63 Another way to directly calculate the entropy is
to start from its von Neumann definition, S = −Tr[ρ̂ ln ρ̂],

where ρ̂ is the density matrix operator. Note that in the above
definition, the nonlinear logarithmic operation as well as the
multiplicative form of ρ̂ ln ρ̂ inevitably leads to contributions
from high-order reduced density matrices, which are difficult to
access at the many-body level.64,65

Due to the challenges associated with the aforementioned
approaches, in this work, we indirectly calculate the many-body
entropy by taking the integral over the specific heat

S T S T
C T

T
T( ) ( )

( )
d

T

T
V

0
0

∫= +
(21)

where S(T0) is the entropy at T = T0. We choose T0 to be our
lowest simulation temperature, 0.05 hartree/kB, and integrate
to obtain S(T) at higher temperatures. In our figures, we align
all of our entropy-temperature curves at different bond lengths
so that they overlap at high temperatures, at which the entropy
is expected to approach 10 ln(4) (in the high-temperature
limit, there are 410 equiprobable states in the grand canonical
ensemble, stemming from having 10 spatial orbitals in the
supercell, each of which can be occupied by 0, 1 up, 1 down,
and 2 electrons = 4 states).

2.3.4. Double Occupancy. In order to characterize the
insulating behavior of the system, it is useful to calculate the
double occupancy, a measure of how likely two electrons with
opposite spins are to occupy the same hydrogen atom on
average. We define the average double occupancy as , given
by

N N
c c c c

1 1

kk k k
k k k k

o k m
m m m m2 ∑ ∑= ′ ⟨ ̂ ̂ ̂ ̂ ⟩

′ ″ ‴
↑

†
′↑ ″↓

†
‴↓

(22)

where the ′ in the second summation denotes the crystal
momentum conservation condition of eq 15. Note that, in
order to obtain the per atom occupancy, we have summed over
both spatial orbitals and k-point indices in the above.
According to Wick’s Theorem, the double occupancy in eq
22 may effectively be decoupled into a product of one-body
density matrices c c c c D Dk k k k k k k km m m m m m m m, ,⟨ ̂ ̂ ̂ ̂ ⟩ =↑

†
′↑ ′′↓

†
′′′↓ ′

↑
′′ ′′′

↓ ,
where the one-body density matrix D is defined in Section
2.3.1. To acquire physically meaningful results for chains, the
double occupancies were calculated in the orthogonal atomic
orbital (oAO) basis, instead of the molecular orbital (MO)
basis. To accomplish this, we first simulated the system in the
MO basis and performed a basis transformation to obtain the
oAO basis density matrices from the MO ones. See the
Supporting Information for further details regarding this
transformation. For a half-filled system, it is easy to show
that the double occupancy can only range from 0.0 to 0.5. The
former value is realized when all sites are occupied by a single
electron, as in the case of antiferromagnetic (AFM) order,
while the latter is realized when all electrons are paired and
occupy half of the total sites, such as in charge density waves.
An intermediate value of 0.25 may be realized when each site is
occupied by an average of half an up electron and half a down
electron, as would occur in the noninteracting or high-
temperature limit.

2.3.5. Spin−Spin and Charge−Charge Correlation Func-
tions. To better characterize the magnetic and charge order of
the hydrogen chains, we also calculate their equal-time
correlation functions
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(24)

where Css(i) and Ccc(i) are the spin−spin and charge−charge
correlation functions between atoms 0 and i, respectively. n̂ikk′

σ

= cîkσ
† cîk′σ is the density operator describing an electron with

spin σ at atom i scattered from reduced wave vector k′ to k.
Note that we have subtracted the average charge per atom in
eq 24 to reduce background charge fluctuations; the analogous
spin term averages to 0 and therefore does not need to be
explicitly subtracted. As was done for the double occupancies,
we also compute these correlation functions in the oAO basis.
2.4. Mean Field Thermodynamic Quantities. In the

following, we also present results for the internal energy,
entropy, and grand potential at the mean field level for
reference. In mean field theory, the Hamiltonian is first
approximated as ĤMF, which contains only one-body terms
(see the Supporting Information for further details). Let the
mean field Hamiltonian’s eigenvalues and eigenvectors be
denoted by εkiσ and ϕkiσ, respectively, where k represents the
reduced momentum in the first Brillouin zone, i is the orbital
index which runs from 1 to the total number of orbitals No, and
σ labels the spin. Substituting the mean field Hamiltonian ĤMF
into eq 1, the mean field partition function reduces to

e1
k

MF
i

N N

, 1

( )

1/

k
o

i

ki

k

jjjjjjj
y

{

zzzzzzz∏ ∏Ξ = [ + ]
σ

β ε μ

=

− −σ

(25)

Then, substituting this into eq 19 yields the mean field grand
potential

N
k T e

1
ln 1
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k i
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B
, 1
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o
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σ

β ε μ
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(26)

Furthermore, the mean field internal energy may be calculated
as a weighted average over all single-particle energies

U
e

e
k k
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, 1
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, 1
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o i
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σ
β ε μ

=
− −

=
− −

σ

σ
(27)

These expressions may finally be combined according to eq 20
to obtain the mean field entropy.
2.5. Simulation Details. In order to analyze our

algorithm’s ability to accurately capture the thermodynamics
of a realistic solid, we model a 1D periodic hydrogen chain.
The unit cell in our simulations contains ten hydrogen atoms,
each possessing a single s-type orbital (i.e., we work in the
STO-6G basis). In order to observe how our chains’
thermodynamic properties vary as a function of H−H bond
length, we evenly adjust the distances among the hydrogen
atoms in our chains from short (0.5 Å) to long (2.5 Å) bond
lengths and study the temperature dependence of their
properties from T = 0.05 to T = 10 hartree/kB (kB is taken
as 1 throughout this work). Altogether, we study nine different
chains with H−H bond lengths, R, of 0.5, 0.75, 1.0, 1.25, 1.5,
1.75, 2.0, 2.25, and 2.50 Å. At each bond length and
temperature, we separately tune the chemical potential to

guarantee an average occupancy of 10 is reached in the unit
cell. Because our unit cell exists in 3D space, we also preserve
10 Å of vacuum in the lateral directions around our hydrogen
chains to avoid any fictitious lateral interactions between
adjacent unit cells (please see the Supporting Information for
information regarding the convergence of our energies with
respect to the vacuum employed). We generate our one- and
two-electron integrals from PySCF66 using from 2 to 7 k-points
in the first Brillouin zone of our chains with unrestricted
periodic Hartree−Fock orbitals. PySCF employs a Gaussian
and plane-wave mixed density fitting technique to accurately
and efficiently evaluate integral matrix elements.59 All of the
related integral files and data used to generate this paper’s
figures can be found in this work’s Brown Digital
Repository.67,68

3. RESULTS AND DISCUSSION
3.1. Energy Convergence with Respect to k-Points.

Before studying the phase behavior of our hydrogen chains, we
begin by examining how some of their representative
properties converge with respect to the number of k-points
sampled. In Figure 1, we plot the internal energies and double

occupancies of hydrogen chains with H−H bond lengths of
0.75 and 1.75 Å at T = 0.1 hartree/kB as a function of the
number of k-points (see the Supporting Information for
additional plots of the k-point convergence at T = 1.0 and for
odd and even numbers of k-points). We see that the internal
energies decrease as we increase the number of k-points
sampled because more k-points stabilize the system by more
accurately capturing the interactions among periodic simu-
lation cells. In contrast, the double occupancies oscillate
roughly around the same value upon increasing the number of
k-points sampled beyond three. Thus, at seven k-points, the
largest number of k-points we explored, convergence of the
internal energy and the double occupancy is still not rigorously
established. Due to computational cost, all of the results in the

Figure 1. Internal energies (upper panel) and double occupancies
(lower panel) of hydrogen chains at H−H bond lengths of 0.75 (red
empty squares) and 1.75 (blue dot crosses) Å as a function of the
number of k-points sampled in the first Brillouin zone. All of the
results are calculated at a temperature of T = 0.1 hartree/kB.
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following Sections are obtained with five k-points in the first
Brillouin zone, which we believe to be a reasonable number of
k-points for drawing physically meaningful conclusions. No
special treatment is applied to correct for finite size errors; we
therefore do not make any claims about the thermodynamic
limit in this initial, qualitative study. A discussion of the finite
size errors we expect to accompany our current calculations is
provided in the Supporting Information.
3.2. Effective Interaction Strengths and Temper-

atures of the Hydrogen Chains. In order to analyze our
simulation results, it is insightful to first contextualize the
effective interaction strengths of our hydrogen chains in terms
of 1D Hubbard69 and extended Hubbard70 model effective
interaction strengths. While hydrogen chains obviously possess
long-range interactions that span their length and distinguish
them from Hubbard models, to develop intuition, we
investigate the magnitudes of their on-site and nearest-
neighbor intersite Coulomb repulsions, as well as their hopping
matrix elements.
To do so, in Figure 2, we plot the intersite (a) one-body

hopping matrix elements, T1Γ↑,iΓ↑ (denoted as t1i in the

following) and (b) density−density Coulomb repulsions,
V1Γ,iΓ,1Γ,iΓ
↑↑↑↑ (denoted as U11ii), between atoms 1 and i as a

function of atom label i at the Γ point for two up electrons.
From the plot, it is evident that chains with shorter bond
lengths have larger magnitude hopping matrix elements and
Coulomb repulsions than chains with longer bond lengths,
which is consistent with the larger overlap between 1s wave
functions on more closely spaced hydrogen atoms. Never-
theless, while the magnitudes of the t11 matrix elements
appreciably change with bond distance, the U1111 matrix
elements remain roughly constant with bond length because
they are largely determined by the shape of the on-site 1s wave
function, which remains the same irrespective of bond length.
Indeed, at a particular bond length, the intersite hopping
matrix elements decrease roughly exponentially as the distance
between two atoms increases, while the intersite Coulomb
repulsions only decay as roughly 1/r where r is the distance
between two atoms. Note that the smallest magnitude

interaction strengths appear between atoms 1 and 6 at the Γ
point because all of the atoms beyond atom 6 are actually
closer to atom 1 due to the periodic boundary conditions we
imposed on our models.
Because the effective interaction strengths of our chains are

more physically meaningful than their absolute interaction
strengths, we calculate our chains’ effective interaction
strengths, U/t, where U is the Hubbard on-site repulsion,
and t is the Hubbard hopping parameter, in the following way.
First, the effective hopping, teff, may be defined as the
magnitude of the nearest-neighbor hopping amplitude in the
hydrogen chain, teff = |t⟨i,j⟩|. Second, since the on- and intersite
Coulomb repulsions scale differently with the bond length, we
define two different effective Coulomb interaction strengths,
Uon and Uinter, where the former is taken as the on-site
repulsion matrix element, U1111, and the latter is obtained by
fitting the decay of U11ii in Figure 2 to the form Uinter/|1 − i|.
The ratios of Uon/teff and Uinter/teff are finally evaluated and
denoted as Ũon and Ũinter, respectively. The resulting effective
interactions are summarized in Table 1 for chains of different
bond lengths.

Recall that the standard Hubbard model only accounts for
on-site repulsion, so the Ũon given in Table 1 may serve as
natural points of comparison between the Hubbard model and
the chains studied here. Similarly, Ũinter plays the role of the
nearest-neighbor interaction, V, in the extended Hubbard
model. As can be observed from Table 1, the teff decreases in
magnitude with bond length, while Ũinter, Ũon, and T̃min all
increase with bond length. That said, the shortest-length chains
(R ≤ 1.25 Å) essentially correspond to the 1D Hubbard model
in the small U/t regime (U/t < 1). The 2.00 Å chain borders
upon being strongly correlated (in one dimension) with a U/t
≈ 4, while the R ≥ 2.25 Å chains are very strongly correlated
with U/t ≥ 7. For all of the bond lengths studied, however, the
intersite interactions provided in the third and fourth columns
of Table 1 maintain significant values not accounted for in the
standard Hubbard model. Moreover, the strength of the
intersite repulsion relative to the on-site repulsion decreases as
the bond length is increased. In particular, the R = 1.25 Å chain
marks a bond length beyond which V/U dips below 0.5. This
signifies that the longest-length chains more closely approx-
imate the standard Hubbard model, while the shortest-length

Figure 2. Interaction strengths of selected (a) one-body hopping
terms, t1i, and (b) two-body Coulomb repulsions, U11ii, of hydrogen
chains for different bond lengths. t1i denotes the hopping matrix
element between sites 1 and i at the Γ point, while U11ii represents the
density−density Coulomb interaction between sites 1 and i at the Γ
point. Note that the diagonal terms, t11 and U1111, are purposefully
plotted separately on the left.

Table 1. Interaction Strengths of Hydrogen Chains with
Different Bond Lengths as Quantified by the Effective
Intersite Repulsion, Ũinter = Uinter/teff, and on-Site Repulsion,
Ũon = Uon/teff

a

RH−H (Å) teff Uinter Ũinter Uon Ũon T̃min

0.50 4.79 0.47 0.10 0.77 0.16 0.01
0.75 2.10 0.47 0.23 0.71 0.34 0.02
1.00 1.20 0.43 0.36 0.70 0.58 0.04
1.25 0.71 0.37 0.52 0.69 0.98 0.07
1.50 0.43 0.32 0.74 0.69 1.62 0.12
1.75 0.26 0.28 1.06 0.70 2.67 0.19
2.00 0.16 0.25 1.54 0.70 4.38 0.31
2.25 0.10 0.22 2.24 0.70 7.18 0.51
2.50 0.06 0.20 3.32 0.71 11.78 0.83

ateff is the nearest-neighbor hopping interaction from the original ab
initio Hamiltonian. The effective temperature, T̃min = Tmin/teff, where
Tmin = 0.05 hartree/kB, for each bond length is also listed in the last
column.
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chains more closely approximate the extended Hubbard model.
Since T̃min increases with bond length, this furthermore implies
that the longest chains are effectively modeled at higher
temperatures than the shortest chains. We will frequently
return to these effective interactions and temperatures in the
subsequent analysis of our chains’ physics.
3.3. Internal Energy Crossover. As an initial entry into

the physics of our hydrogen chains, we first study how their
internal energies vary as a function of temperature. We take T
= 10 hartree/kB as the upper temperature limit in our studies
because 10 hartree/kB is larger than the effective U/t for all but
our 2.5 Å hydrogen chain. On the other hand, we take T = 0.05
hartree/kB as the lower temperature limit in our studies
because our hydrogen chains approach their ground state
behavior at this temperature. Indeed, as depicted in Figure 3, at

T = 0.05 hartree/kB, the internal energy according to both
MFT and FT-AFQMC is lowest at a bond length of around 1.0
Å, which is comparable to the equilibrium ground state bond
length of 0.945 Å found in previous work.40,71 We moreover
find that the FT-AFQMC energy at this near-equilibrium bond
length approaches the 0.542 hartree/atom expected in the
ground state.40 Additionally notice that mean field theory
predicts a false dissociation barrier around 2.0 Å which also
appears in the Hartree−Fock dissociation curve of H2
molecules.36 In contrast, our many-body AFQMC results
give the correct dissociative behavior. Thus, while modeling at
T = 0.05 hartree/kB is certainly not tantamount to modeling
the ground state, our results suggest that this temperature is
low enough to approximate many ground state features.
In Figure 4, we therefore turn to depicting how the internal

energy varies for chains with differing bond lengths between
these two limiting temperatures. As is clear from the figure, the
0.5 Å chain undergoes the largest change in internal energy of
several Hartrees from low to high temperatures; this change
monotonically decreases with increasing bond length, with the
2.5 Å chain manifesting a change of barely a Hartree. These
differences between the energies of the low- and high-
temperature states may be directly linked to the energy spread
of the many-body eigenstates of the respective chains. As is
well-known from the archetypal example of H2 dissociation,

36

varying the bond length between atoms in a hydrogen chain
varies the overlap among the hydrogens’ atomic wave
functions, modulating their energy spread in turn. More
specifically, when the H−H bond length is decreased, the
highest energy state is pushed toward higher energies, while
the lowest energy state is pushed toward lower energies,
resulting in an overall increase in the energy spread−and vice
versa. By extension, the large change in internal energy with
varying temperatures for the 0.5 Å chain is indicative of its
states having a large energy spread, while the much smaller
change for the 2.5 Å chain is indicative of its states being more
concentrated in energy space (i.e., it has a larger density of
states). Please see the Supporting Information for a plot
depicting the spread of the mean field states for all of the
chains studied in this work for reference. Because of these
varying distributions of states, a crossover is observed around a
temperature of 0.4 hartree/kB, at which point the R ≥ 0.75 Å
chains reverse their energetic ordering. This is because the
average energy for all of the chains is pushed upward by the
inclusion of the higher energy states that are accessed at high
temperatures and these high energy states are even higher in
energy for the small bond length chains. What is also clear
from Figure 4 is that the mean field energies are universally
greater than the many-body, FT-AFQMC energies. The
correlation energy missed by mean field theory is generally
expected to increase the attractive interactions among the
atoms, leading to lower many-body energies, particularly at the
intermediate temperatures (see the inset, Table S1, and Figure
S7 in the Supporting Information for more details) at which
previous work also found mean field discrepancies to be
largest.34

3.4. Heat Capacity Features. As discussed in Section
2.3.2, heat capacity curves provide more detailed signatures of
the temperature dependence of different physical properties.
To obtain the heat capacities, CV(T), we thus differentiate the
internal energies provided in Figure 4 with respect to the
temperature at a variety of bond lengths, as depicted in Figure

Figure 3. Internal energy of our hydrogen chains as a function of the
H−H bond length at T = 0.05 hartree/kB, the lowest temperature
employed in this study. The FT-AFQMC results are denoted by red
+’s, while the MFT results are denoted by blue ×’s. The internal
energy assumes its minimized around 1.0 Å.

Figure 4. Internal energy of the hydrogen chains for different H−H
bond lengths over a range of temperatures. The FT-AFQMC results
are denoted by the solid symbols, which are interconnected by solid
lines as a guide to the eye, while the MFT results are denoted by the
open symbols. Different colors correspond to different bond lengths.
Note that the horizontal axis is plotted on a log scale in order to
emphasize the low-temperature behavior. The inset highlights the
crossover regime at intermediate temperatures and is plotted on a
linear scale.

Journal of Chemical Theory and Computation pubs.acs.org/JCTC Article

https://dx.doi.org/10.1021/acs.jctc.0c00288
J. Chem. Theory Comput. 2020, 16, 4298−4314

4305

http://pubs.acs.org/doi/suppl/10.1021/acs.jctc.0c00288/suppl_file/ct0c00288_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/acs.jctc.0c00288/suppl_file/ct0c00288_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/acs.jctc.0c00288/suppl_file/ct0c00288_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/acs.jctc.0c00288/suppl_file/ct0c00288_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/acs.jctc.0c00288/suppl_file/ct0c00288_si_001.pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.0c00288?fig=fig3&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.0c00288?fig=fig3&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.0c00288?fig=fig3&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.0c00288?fig=fig3&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.0c00288?fig=fig4&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.0c00288?fig=fig4&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.0c00288?fig=fig4&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.0c00288?fig=fig4&ref=pdf
pubs.acs.org/JCTC?ref=pdf
https://dx.doi.org/10.1021/acs.jctc.0c00288?ref=pdf


5. Since quantum Monte Carlo data possess intrinsic
fluctuations, we attribute the small fluctuations in the heat

capacity curves to numerical fluctuations introduced by the
internal energy data and ignore them in our interpretations.
This interpretation is supported by the fact that the largest
fluctuations appear around exactly the temperatures which
possess the largest statistical error bars (see Sections S5 and
S7G of the Supporting Information for a more thorough
discussion of how these error bars were obtained and their
consequences.)
For the R = 0.75 Å chain, a single broad feature rapidly rises

from zero at low temperatures, peaks around T = 0.5, and then
gradually decays to zero again in the high-temperature limit.
Similar peaks are also observed in the R = 0.5, 1.0, and 1.25 Å
chains, but as the bond length is increased (decreased), the
corresponding heat capacity peak widths shrink (expand) while
their heights increase (decrease), indicating a more rapid
(gradual) response to temperature changes. For chains with
bond lengths greater than 1.5 Å, the heat capacity peak is
pushed to temperatures lower than those surveyed in this
work. The fact that this peak shifts to lower temperatures with
increasing bond lengths indicates that the excitation respon-
sible for this peak requires less thermal energy to initiate at
longer bond lengths.
We note that the results presented here generally agree with

earlier numerical results obtained by Shiba72 for the 1D
Hubbard chain at finite temperature with a small number of
sites in the grand canonical ensemble. However, there is one
significant difference in the way our heat capacities vary with
temperature. In the 1D Hubbard model, the heat capacity
possesses a single broad feature in the small U/t regime but
splits into two peaks for U/t ≥ 4, where one of the two peaks
lies between 0 < T/t < 0.5 and is sharp, while the other lies in
the high-temperature regime between 0.5 < T/t < 5 and is
broad. According to Shiba, the sharp feature at low
temperatures is due to a collective spin excitation from the
antiferromagnetic ground state of the Hubbard model, while

the broad peak in the high-temperature regime originates from
a charge excitation across the Mott gap.
If our chains’ behavior is analogous to that seen in the

Hubbard model, based upon their effective on-site interactions,
we anticipate two peaks to be observed in the heat capacities of
the 2.0, 2.25, and 2.50 Å chains. According to previous 1D
Hubbard model results,72 we thus estimate the 2.00, 2.25, and
2.50 Å chains to have spin excitation peaks around 0.054,
0.022, and 0.0084 hartree/kB and charge excitation peaks
around 0.17, 0.14, and 0.15 hartree/kB (see the Supporting
Information for further details regarding the Hubbard
excitation temperatures). The expected spin excitation temper-
atures for the 2.25 and 2.5 Å chains thus fall below the
temperatures simulated in the present work, but the spin
excitation temperature for the 2.0 Å chain should be
observable within our data. Nevertheless, we only observe
one feature in the low-temperature regime for the 2.0 Å chain.
The expected high-temperature, broad feature is absent from
our results for this chain, even though its effective U is greater
than 4. Similarly, the high-temperature peaks expected to occur
around 0.14 and 0.15 hartree/kB for the 2.25 and 2.5 Å chains
also do not appear in our data. However, the decreasing width
and increasing sharpness of the low-temperature peaks in our
results agree with what Shiba observed of the low-temperature
peaks in the Hubbard model. It makes no sense to assume that
the absence of the high-temperature feature in our simulations
is due to the absence of charge excitations, because we know
that, in the grand canonical ensemble, charge and spin
excitations should both appear. As this comparatively simple
model may only exhibit flavors of spin and charge ordering,
this peak must be due to the emergence of either or both of
these orders. So as to precisely characterize this order, we
therefore proceed to analyze observables that are bellwethers
of charge- and spin-related ordering in the following Sections.

3.5. Trends in the Double Occupancy and a Metal−
Insulator Crossover. In order to determine whether the heat
capacity peaks stem from a form of charge ordering, we first
examine the double occupancies of our hydrogen chains as a
function of temperature. As discussed in Mott’s seminal paper,
if the Coulomb repulsion among electrons in a material is
stronger than the electrons’ propensity to hop among atoms,
periodic lattices will manifest Mott insulating behavior in
which charges remain localized even though they should
delocalize according to conventional band theory.73 Since the
Coulomb repulsion among electrons in hydrogen chains can
greatly exceed their propensity to hop at sufficiently long H−H
bond lengths (see Section 3.2 for a more explicit discussion),
Mott was thus able to show that 3D hydrogen lattices undergo
a discontinuous metal-Mott-insulator transition at bond
lengths around 1.3 Å. Similar results were obtained using
extended DMFT for two-dimensional systems.74 We therefore
anticipate a Mott insulator to emerge with increasing H−H
bond distances in the 1D hydrogen chains studied here.75 A
simple gauge of the emergence of insulating behavior is the
double occupancy, which measures the fraction of, in this case,
atoms, that are occupied by two electrons.76,77 Smaller double
occupancies are indicative of correlated Mott insulating
behavior in which strong electron−electron interactions
suppress two electrons from occupying the same orbital (in
this case, H, since each atom possesses only a single GTO),
while larger double occupancies are indicative of less
correlated, more metallic behavior in which electrons are free
to occupy virtually any atom.

Figure 5. Heat capacity of the hydrogen chains at various bond
lengths as a function of temperature. See Section 2.3.2 for more
details on how the heat capacities were computed. The inset expands
the low-temperature regime from T = 0.05 to 1 to ease identification
of the most important heat capacity features. Note that the horizontal
temperature axis is plotted on a linear scale. Error bars are depicted on
the temperatures used in our interpolation.
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As depicted in Figure 6, we therefore calculated the average
double occupancy per atom for our chains as a function of

temperature using both FT-AFQMC (Figure 6a) and MFT
(Figure 6b). We find that almost irrespective of the
temperature, the double occupancy at shorter bond lengths
is greater than that at longer bond lengths, which implies that
our chains at shorter bond lengths are more metallic than those
with longer bond lengths. In the high-temperature limit (T =
10), all electronic states are equally populated, implying that
these hot electrons essentially exhibit classical behavior. As a
result, electrons are as likely to inhabit an already occupied
atom as an unoccupied atom. At half-filling, this signifies that
half of the atoms will be randomly populated by up electrons
and half will be randomly populated by down electrons,
meaning that, as calculated, a quarter (0.25) of all atoms will
be doubly occupied.
In contrast, in the low-temperature limit, different chains

manifest different metal-insulating behavior as a function of R.
At the shortest bond length, R = 0.5 Å, the double occupancy
rises above 0.25 when the temperature is lowered, suggesting
that the ground state of the R = 0.5 Å chain is metallic. In
contrast, when R ≥ 0.75 Å, the double occupancy is suppressed
as the temperature is lowered due to the increased Coulomb
repulsion between electrons, which favors the formation of
local moments. The fact that the double occupancy increases
for the 0.5 Å chain yet decreases for the 0.75 Å chain is
consistent with recent work on ground state hydrogen chains
which predicts a first order metal−insulator transition to occur
around a bond length of roughly 1.5 Bohr = 0.794 Å.39

Interestingly, for 0.75 Å ≤ R ≤ 1.5 Å, a minimum in the
double occupancy may be observed to occur between 0.1 and 1
hartree/kB. The somewhat counterintuitive negative-sloping
double occupancy curve that emerges at low temperatures
stems from an effect analogous to the Pomeranchuk effect in
the Hubbard model:78−80 as the temperature is increased
through the low-temperature regime, the formation of local
spin moments (indicated by decreasing double occupancies)

will increase the entropy of the spin degrees of freedom, thus
decreasing the free energy and stabilizing the system. To the
best of our knowledge, this is the first observation of such a
phenomenon in the presence of long-range Coulomb
interactions. As R is further increased beyond 1.75 Å, the
effects of strong correlation dominate over the entire
temperature range explored, resulting in only positive-sloping
double occupancies, which further corroborate Mott-insulating
behavior.
We furthermore note that MFT fairly accurately predicts the

double occupancy at high temperatures but significantly
overestimates it (thus also overestimating the metallic
character of the chains) at low temperatures, particularly for
strongly correlated chains with 1.50 ≤ R ≤ 2.25 Å. This is
consistent with the well-known fact that mean field theories,
such as Density Functional Theory, often wrongly predict
metallic behavior for strongly correlated insulators such as
NiO.81,82

Lastly, it is illuminating to plot the double occupancy as a
function of R at low temperatures, as shown in Figure 7. As

discussed above, we can clearly see a crossover from metallic to
insulating behavior between R = 0.5 and R = 0.75 Å.
Comparing the left and right panels of Figure 7, it is also
evident that FT-AFQMC captures the effects of correlation
irrespective of the bond length, while MFT seems to be
ignorant to the increasing degree of correlation up until R =
1.75 Å, after which it predicts a sharp drop in the double
occupancy at temperatures lower than 0.05 hartree/kB. For
temperatures greater than that, MFT predicts a double
occupancy of 0.25, which is the same as that expected in the
high-temperature limit. The sudden drop in the double
occupancy at low temperatures in the right panel suggests
that MFT predicts a finite temperature crossover into the Mott
insulator regime at around R = 1.75 Å.

3.6. Magnetic and Insulating Crossovers as Revealed
by Spin−Spin and Charge−Charge Correlation Func-
tions. In order to characterize the spin and charge excitation
contributions to the heat capacity of our hydrogen chains, we
compute spin−spin, Css, and charge−charge, Ccc, correlation

Figure 6. Double occupancy per atom of the hydrogen chains at
different bond lengths over a range of temperatures according to (left)
FT-AFQMC and (right) MFT. Different colors represent different
bond lengths. Note that the ranges of the horizontal axes (in log
scale) differ between the left and right panels.

Figure 7. Double occupancy per atom of the hydrogen chains as a
function of bond length for several temperatures according to (left)
FT-AFQMC and (right) MFT calculations. Different colors represent
different temperatures.

Journal of Chemical Theory and Computation pubs.acs.org/JCTC Article

https://dx.doi.org/10.1021/acs.jctc.0c00288
J. Chem. Theory Comput. 2020, 16, 4298−4314

4307

https://pubs.acs.org/doi/10.1021/acs.jctc.0c00288?fig=fig6&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.0c00288?fig=fig6&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.0c00288?fig=fig6&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.0c00288?fig=fig6&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.0c00288?fig=fig7&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.0c00288?fig=fig7&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.0c00288?fig=fig7&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.0c00288?fig=fig7&ref=pdf
pubs.acs.org/JCTC?ref=pdf
https://dx.doi.org/10.1021/acs.jctc.0c00288?ref=pdf


functions for all chains at T = 1.0, 0.1, and 0.05 hartree/kB, as
shown in Figures 8 and 9, respectively. As described in Section

2.3.5, all of the correlation functions presented were computed
in the orthogonal atomic orbital basis. The positivity of the
correlation functions at site 0 is guaranteed since charges and
spins should be most correlated with themselves, while the
large dips in all of the charge−charge and spin−spin
correlation functions at site 1 are a direct consequence of

correlation and exchange holes, respectively. In Figure 8, at T =
0.05, AFM order clearly emerges for chains at bond lengths of
0.75, 1.0, 1.25, and 1.5 Å, as can be seen from the alternating
positive and negative values of Css. For R = 0.5 Å, however, the
correlation functions remain negative for all atoms greater than
1. This is indicative of ferromagnetic (FM) ordering. The sign
change of the correlation functions from R = 0.5 to 0.75 Å
suggests a crossover from FM order to AFM order at low but
finite temperatures. For chains with longer bond lengths
(≥1.75 Å), AFM order dissipates at the temperatures explored
because of their smaller effective exchange coupling strengths.
At still longer bond lengths (≥2.25 Å), even the exchange hole
is barely visible, indicating the vanishing effective exchange at
these temperatures. Note that the correlation functions do not
exhibit the same periodicity as seen in Figure 2 because our
hydrogen chain results have been averaged over 5 k-points
(not just the Γ point), which would be equivalent to
performing simulations on a supercell of 50 hydrogen atoms
at the Γ point.
The charge−charge correlation functions also exhibit

oscillations between positive and negative values at low
temperatures for R ≤ 1.25 Å. This is indicative of charge
ordering, but over a slightly smaller range of bond distances
than AFM or FM order is observed in the Css. The emergence
of charge order for the shorter bond length chains is likely due
to their larger ratio of nearest-neighbor to on-site Coulomb
repulsion, as discussed in Section 3.2. Indeed, previous
work47,49,83 on the extended Hubbard model predicts the
formation of a charge density wave (CDW) phase when U and
V satisfy V/U > c, where c is roughly 0.5, and a spin density
wave (SDW) phase for V/U is smaller than that. Table 1
clearly suggests that for R ≤ 1.25 Å, the effective inter- and on-
site repulsion strengths, Ũinter and Ũon, satisfy the criteria for
favoring CDW formation. Chains with R ≥ 1.5 Å exhibit no
significant charge order except for their correlation holes. Note
that the error bars on these charge−charge correlation
functions are larger than those on our spin−spin correlation
functions because the charge−charge correlation functions
involve subtracting off background terms that possess their
own error bars. The lowest temperature charge−charge
correlation functions possess the largest error bars because
they are most strongly correlated.
Combining this information with our previous observations

about the double occupancies, our results suggest that the 0.5
Å chain will be a ferromagnetic metal, while the 0.75 Å chain
will be an antiferromagnetic insulator in the ground state, as
was observed in recent zero temperature studies.39 In this
work, we did not model chains with bond lengths shorter than
0.5 Å, but it would be interesting to examine the remnants of
this ground state quantum phase transition at temperatures
slightly above zero, at which both quantum and thermal
fluctuations can play important roles. We leave this to future
explorations. Our simulations thus reveal two metal to
insulator crossovers: a ground state quantum phase transition
that occurs upon varying bond length and, as described in
Section 2.3.4, a finite temperature crossover that may be
observed in all chains with R ≥ 0.75 Å.
Our correlation functions also reveal an interesting interplay

between the spin and charge degrees of freedom in hydrogen
chains. First, the existence of both spin and charge orders at
low temperatures and the absence of both orders at higher
temperatures indicate that the spin and charge degrees of
freedom are coupled together in hydrogen chains. Unlike in

Figure 8. Spin−spin correlation functions, Css, of the hydrogen chains
at different bond lengths and temperatures (T = 0.05, 0.1, and 1
hartree/kB) calculated using FT-AFQMC. The horizontal dashed line
in each panel at Css = 0 is a guide to the eye.

Figure 9. Charge−charge correlation function, Ccc, of the hydrogen
chains at different bond lengths and temperatures (T = 0.05, 0.1, and
1 hartree/kB) calculated using FT-AFQMC. The horizontal dashed
line in each panel at Ccc = 0 is a guide to the eye.
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the 1D Hubbard model, spin and charge excitations do not
separately appear at different temperatures. Second, note that
the value of Css at site 0 (which measures the autocorrelation
between an atom and itself) in Figure 8 increases from around
Css = 0.5 at R = 0.5 Å to 0.8 at R = 2.5 Å at low temperatures,
while Ccc in Figure 9 displays the opposite trend. The
increasing local spin moment, yet decreasing charge−charge
repulsion on a single atom, corroborates the gradual develop-
ment of stronger and stronger AFM order as R is increased.
Indeed, in a perfect AFM phase, Css and Ccc on atom 0 should
assume a value of 1 and 0, respectively, since there should only
be one electron occupying each atom and spins on adjacent
atoms should antialign. The coupling of spin and charge
degrees of freedom is most likely mediated by the long-range
Coulomb interactions inherent to such realistic systems.
3.7. Natural Occupancies in the Orthogonal AO Basis.

To obtain further support for the ordering assignments we
made above, we additionally computed the chains’ natural
occupancies and orbitals by diagonalizing their density
matrices in the orthogonal, periodic AO basis (see the
Supporting Information for more information about this
basis and process).84 In Figure 10, we plot the natural

occupancies of all of the orbitals of all of our chains at the
lowest temperature in our simulation, T = 0.05 hartree/kB. For
R = 0.5 Å, we see that the natural occupancies are scattered
across a wide range of values, many of which are fractional,
corroborating that the chain is metallic. As the bond length is
increased to 0.75, 1.0, and 1.25 Å, the natural occupancy tends
to concentrate in empty, singly occupied, and doubly occupied
natural orbitals, with little in between. As the chains are further
stretched to 1.5 Å, the double occupancy (and, accordingly,
zero occupancy) is further suppressed, and the natural
occupancies further concentrate around one, marking the
onset of Mottness. Indeed, at 2.5 Å, all natural orbitals are
singly occupied, which is indicative of a perfect Mott insulator.
The qualitative change of the distribution of natural

occupancies from the 0.5 Å chain to the 0.75 Å chain choruses
with the metal to insulator crossover manifested in Figure 7,
and the disappearance of the natural occupancy cluster around
one from the 1.25 Å chain to the 1.5 Å chain coincides with the

disappearance of charge order in Figure 9. We further note
that, although the natural occupancies presented here are
calculated at a low temperature of T = 0.05 hartree/kB,
contributions from thermal excitations may still exist, especially
for chains with longer bond lengths and correspondingly larger
effective temperatures.
At a given bond length, we can imagine that by varying the

temperature, electrons can be thermally excited to higher lying
bands which can change the occupancy of the chain. To further
investigate such temperature effects, we plot the natural
occupancies for the 1.0 Å chain as a function of temperature in
Figure 11. From this plot, we can observe that, as the

temperature is increased, the spread of the natural occupancies
tends to decrease, and the natural occupancies all concentrate
around one. This is because, as the temperature is increased,
the kinetic energy of the electrons increases, making it easier
for electrons that previously inhabited empty and doubly
occupied natural orbitals to instead inhabit singly occupied
natural orbitals. Note that the reason for the suppression of
empty and double occupancy at high temperatures in Figure
11 differs from that for Figure 10 in long bond length chains, as
the latter is due to Mottness induced by strong on-site
Coulomb repulsions. The two scenarios can be easily
distinguished by their completely different double occupancies
as shown in Figure 7.

3.8. The Grand Potential and Entropy. Ultimately, finite
temperature phase transitions are dictated by changes to a
system’s free energy, in this case, the grand potential.
Unfortunately, the Mermin-Wagner Theorem dictates that
thermal fluctuations at even infinitesimally small, yet nonzero
temperatures will break any long-range order within one-
dimensional systems,85,86 so finite temperature phase tran-
sitions cannot rigorously occur in the chains modeled here.
Even at zero temperature, only quasi-long-range (instead of
truly long-range) AFM order was observed in hydrogen
chains.39 Therefore, in this Section, we present the grand
potentials and entropies of our chains in Figure 12 followed by
only a very brief discussion of their physical significance.
As presented in panel (a) of Figure 12, at high temperatures,

the grand potential depends linearly on the temperature,
consistent with eq 19, since in the high-temperature limit, all
states are equally populated and the grand canonical partition
function is constant. The grand potential remains linear at

Figure 10. Natural occupancies of the natural orbitals of the hydrogen
chains for all bond lengths studied at T = 0.05 hartree/kB. Fifty
natural occupancies, which stem from the 50 p-GTOs employed in
these simulations, are plotted for each bond length. The natural
occupancies are obtained by diagonalizing the density matrix
expressed in terms of the orthogonal, periodic AO basis.

Figure 11. Natural occupancies of the 1.0 Å chain at T = 0.05, 0.1,
0.5, 1, and 10 hartree/kB in the orthogonal, periodic AO basis.
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intermediate temperatures, illustrating the importance of the
entropic, −TS contribution to the partition function. At the
low temperatures magnified in the inset, we observe the grand
potential plateaus for the 0.5 and 0.75 Å chains. This plateau is
delayed to even lower temperatures not presented here for
chains with longer bond lengths and hence larger effective
temperatures. From panel (b), it is clear that the entropy for all
chains in the high-temperature limit assumes a value of 10ln4,
which is the theoretical high-temperature limit of the entropy
for a system with 10 spatial orbitals (and 4 potential electronic
states per orbital) in the grand canonical ensemble. As the
temperature is lowered, the entropy of all chains starts to
decrease at different characteristic temperatures roughly
determined by the chains’ band widths. In the low-temperature
limit, the entropy of all chains tends to converge to zero, as can
be seen from the inset of panel (b). For the chains with bond
lengths of 0.5, 0.75, 1.0, and 1.25 Å, for T < 0.2, we observe
that the entropy scales linearly with temperature and
extrapolates to zero at zero temperature. The same linear
behavior is likely to be observed in the longer bond length
chains at temperatures below T = 0.05 because they possess
larger effective temperatures. Compared with the AFQMC
results, MFT systematically underestimates the grand potential
and overestimates the entropy.

We should also note that, from Figure 12, the grand
potentials and entropies of chains with shorter bond lengths
are consistently smaller than those with longer bond lengths
irrespective of the temperature. The entropy is smallest for
shorter chains because these chains possess larger band widths,
meaning that fewer of their states will be accessible at any
single temperature. As is also presented in Table 1, shorter
bond length chains possess lower effective temperatures than
longer bond length chains at the same physical temperatures.
The ordering of the grand potentials may be explained by the
magnitudes of their chemical potential terms, −μN. Shorter
bond length hydrogen chains possess larger average electron
densities. Larger electron densities lead to larger Coulomb
repulsions among electrons, which means that larger
magnitude chemical potentials are required to maintain a
fixed average number of electrons. As a result, the larger
negative contribution from the chemical potential term drives
down the grand potential for shorter bond length chains.

4. CONCLUSIONS
In conclusion, we have generalized our previous fully ab initio
finite temperature Auxiliary Field Quantum Monte Carlo
method to solids and employed it to study the many-body
thermodynamics of periodic hydrogen chains. Despite being
the simplest possible models of ab initio solids in principle,
hydrogen chains manifest an elaborate array of interrelated
metal−insulator and magnetic orders, making them a mean-
ingful test bed for studying the phase behavior of more
complex solids. By calculating these chains’ many-body internal
energies, free energies, entropies, double and natural
occupancies, spin and charge correlation functions, and heat
capacities as a function of H−H bond length and temperature,
we demonstrated that, at low temperatures, they undergo
metal to insulator and ferromagnetic to antiferromagnetic
crossovers at bond lengths between 0.5 and 0.75 Å. Charge
ordering is shown to emerge in chains with bond lengths less
than or equal to 1.25 Å, and a Mott insulating phase is
predicted for bond lengths greater than 1.5 Å. Upon increasing
the temperature beyond 1 hartree/kB, we observe the
emergence of metallic character and the decay of any
accompanying magnetic order in all of the chains studied. At
intermediate bond lengths, we moreover see signatures of a
Pomeranchuk effect in both our AFQMC and MFT results, the
first time this has been identified in a realistic one-dimensional
solid. In contrast with the heat capacity curves of one-
dimensional Hubbard chains which exhibit two peaks for
sufficiently large U values, we find that the heat capacity curves
of the chains analyzed here possess just a single peak, which we
attribute to their distinctive coupling of spin and charge
degrees of freedom. Such results highlight the important role
long-range Coulomb interactions−and techniques capable of
treating them−assumed in determining the phase diagrams of
realistic solids.
As this study has served as an initial foray into the finite

temperature physics of hydrogen chains, several key aspects of
our modeling can be improved in follow-up work. First and
foremost, for computational expediency and to facilitate
comparisons with the single-band Hubbard model, we
employed a minimal STO-6G GTO basis set with limited k-
point sampling, meaning that we have not fully converged our
calculations to the thermodynamic limit. Increasing the size of
our GTO basis will predominantly help converge localized
states, while increasing our k-point sampling will help converge

Figure 12. Grand potential (a) and entropy (b) of hydrogen chains at
different bond lengths calculated using both FT-AFQMC and MFT.
The horizontal black dashed line in (b) is the high-temperature limit
of the exact entropy for a ten-orbital system, which is 10ln4.
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delocalized states and alleviate finite size effects. As discussed
in the Supporting Information, the path to converging to the
thermodynamic limit at finite temperatures, however, is less
well-paved than for the ground state. This is because finite
temperature calculations inherently involve contributions from
high-lying electronic states that converge to the thermody-
namic limit differently than the ground state and often require
significantly large bases. Indeed, the form of the finite size
scaling for the uniform electron gas has been found to be
temperature-dependent.28,63,87 Achieving the thermodynamic
limit for solids in the ground state is most often accomplished
by adding both one- and two-body finite size corrections to
finite size energy calculations.88,89 Recently, accurate finite size
corrections for the uniform electron gas at finite temperatures
were derived by combining quantum Monte Carlo simulation
results with corrections obtained from random-phase or
Singwi-Tosi-Land-Sjölander approximations at small momen-
tum k.90,91 Analogous finite temperature corrections for ab
initio solids have yet to be methodically developed, making
rigorous convergence to the thermodynamic limit beyond the
scope of this work. Upon including finite size corrections, it
may turn out that additional features may emerge in our heat
capacity and other curves. This would be a useful point for
future works to resolve. We therefore encourage future
community efforts aimed at deriving such corrections.
Convergence challenges aside, our work brings into focus a

number of other algorithmic improvements that will need to be
developed to map the finite temperature phase diagrams of
more complex, ab initio solids. Lacking better, less costly ways
of estimating many-body thermodynamic quantities, in this
work, we chose to compute entropies and free energies based
upon internal energy data. Nevertheless, the many-body
entropy can be directly obtained by taking the logarithm of
the many-body density matrix, which requires expanding the
logarithm into an infinite number of terms involving
increasingly higher powers of the density matrix.64 Future
thought should therefore be devoted to deriving more
computationally accessible estimators of thermodynamic
quantities for ab initio treatments that would enable the
more accurate characterization of phase diagrams and provide
a means of independently validating estimates based upon the
energy alone. Moreover, in this work, we simulated down to
effective temperatures of 0.01 for the 0.5 Å chain and 0.83 for
the 2.50 Å chain (see the last column of Table 1), which
precluded us from observing the spin excitations one would
expect to observe at even lower temperatures for chains with R
> 2.25 Å based upon Hubbard model simulations.72 To study
temperatures immediately lower than those surveyed here, our
methodology may be extended by iteratively improving the
quality of our trial density matrices without necessarily
introducing phaseless or other biases.92 However, to simulate
to even lower temperatures, ways of addressing the phase
problem even beyond the phaseless approximation will be
required. Accessing the finite temperature physics of some of
the most fascinating 3d, 4d, and 5d transition metal oxides will
additionally necessitate careful treatments of spin−orbit
coupling, other relativistic effects, electron−phonon coupling,
and pseudopotentials, not to mention ways of further
accelerating the algorithm to accommodate the larger numbers
of orbitals required, leaving open many further algorithmic
opportunities for the community to pursue.
This all said, we believe that this work demonstrates that

fully ab initio modeling of finite temperature phase diagrams is

within reach. Given increased computational power and proper
consideration of the points discussed above, our method can
be directly generalized to the study of metal−insulator and
magnetic phase transitions in two- and three-dimensional
materials, potentially someday including the cuprates. We
therefore eagerly look forward to our technique’s future
maturation and application.
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