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Assessment of delocalized and localized molecular orbitals through
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Recently, there was a hot controversy about the concept of localized orbitals, which was triggered by Grushow’s work
titled “Is it time to retire the hybrid atomic orbital?” [J. Chem. Educ. 88, 860 (2011)]. To clarify the issue, we assess
the delocalized and localized molecular orbitals from an experimental view using electron momentum spectroscopy. The
delocalized and localized molecular orbitals based on various theoretical models for CH4, NH3, and H2O are compared
with the experimental momentum distributions. Our results show that the delocalized molecular orbitals rather than the
localized ones can give a direct interpretation of the experimental (e, 2e) results.
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1. Introduction
The molecular orbital is a powerful and convenient

tool for predicting geometric and electronic structures of
molecules.[1–4] There are a wealth of different and well-
defined types of molecular orbitals in modern quantum chem-
istry, which are appropriate for different physical processes.
Recently, there has been a lot of discussion on the physical
meanings of molecular orbitals.[5,6]

The standard ab initio calculations, such as the canon-
ical molecular orbital (denoted as HF) of the self-consistent-
field (SCF) theory, Kohn–Sham orbital (denoted as KS) of the
density functional theory, usually lead to delocalized molec-
ular orbitals (DMO) which generally extend over the entire
molecule. The total electron wavefunction of SCF is a sin-
gle determinant constructed using HF orbitals, which gives
a freedom of a unitary transformation without changing the
TOTAL electron wavefunction. To relate the ab initio quan-
tum chemistry theory to the classic valence bonding con-
cepts, a linear combination of HF orbitals can produce local-
ized molecular orbitals (LMOs) under certain localization pro-
cedures. Various localization methods have been proposed,
such as the Foster–Boys procedure[7,8] by minimizing the dis-
tance between electrons within a molecular; the Pipek–Mezey
scheme[9] by maximizing the sum of Mulliken atomic charges;
the Edmiston–Ruedenberg approach[10,11] by maximizing re-
pulsion interaction energy of the electrons occupying a molec-
ular orbital; the von Niessen method[12–14] by maximizing the
expectation value of the δ function of distance between two
electrons (viz. maximizes the self-charge); the natural bond
orbitals (NBOs)[15] by maximizing the occupancies in the lo-

calized 1- and 2-center regions of the molecule to obtain the el-
ementary Lewis-type dot diagram describing electron orbitals.
Natural bond orbitals are widely used for bond analysis. The
name is derived from the natural orbitals (NOs) of Löwdin,[16]

that are obtained by diagonalizing the one-electron density
matrix D. On the NBO basis, the density matrix D is parti-
tioned into blocks Γ σσ , which are related to the highly oc-
cupied Lewis-like NBOs, blocks Γ σ∗σ∗ that are related to the
low occupancy NBOs such as the anti-bond and the Rydberg
bond, and the off-diagonal matrix blocks Γ σ∗σ , that represent
the mixing of high and low occupied orbitals and thus lead
to the breakdown of strictly localized Lewis-like orbitals. By
using the symmetrized Jacobi rotation, the magnitudes of the
off-diagonal elements can be reduced to zero, while the diag-
onal blocks Γ σσ and Γ σ∗σ∗ remain unchanged.[17] After this
transformation, this new set of orbitals expressed by the NBOs
and the Jacobi rotation matrix is called the natural localized
molecular orbitals (NLMOs). The so-called “Dyson orbital” is
defined by the one-electron ionization process for interpreting
the experimental data within the orbital approach. The Dyson
orbital and the natural orbital are usually delocalized.

Although the delocalized HF orbital and LMO are equiv-
alent from the view of the TOTAL electron wavefunction,
the unitary transformation indeed produces different molec-
ular orbitals. One interesting question is: can we experimen-
tally observe such differences? In the past few decades, sev-
eral reports have claimed that molecular orbitals were mea-
sured using experimental techniques,[18–31] such as the so-
phisticated femtosecond laser,[18,19] scanning tunneling mi-
croscope (STM),[20,21] and electron momentum spectroscopy
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(EMS),[22–24] which have provoked a heated discussion about
whether the orbitals can be observed.[32–39] Moreover, re-
cently there was a fierce controversy about the localized
orbital,[6,39–46] which was triggered by Grushow’s work titled
“Is it time to retire the hybrid atomic orbital?”.[6] Grushow’s
idea is challenged by Donald G. Truhlar, who has pointed out
that orbitals are theoretical mathematical objects used to con-
struct many-electron wave functions in the form of configura-
tion state.[39] In Schwartz’s work titled “Measuring Orbitals:
Provocation or Reality”,[5] the orbital measurement was de-
fined as the measurement of the one-electron density distribu-
tion. The unique feature of EMS is that it can obtain the bind-
ing energy and the one-electron density distribution simultane-
ously for each molecular orbital. In the present work, we try
to compare several different types of delocalized and localized
orbitals of CH4, NH3, and H2O molecules with experimental
EMS results.

2. Theory and experimental methods
The spectrometer used in the present work takes a non-

coplanar symmetric (e, 2e) geometry.[24,45,46] The kinetic en-
ergies (E1, E2) and momenta (p1, p2) of two outgoing elec-
trons are determined through the coincidental detection, while
the energy (E0) and momentum (p0) of the incident electron
are pre-defined. The binding energy ε of the bound electron is
given by

ε = E0−E1−E2. (1)

And, the momentum (p) of the bound electron before being
knocked out is expressed as[24]

p =

{
[2p1cosθ − p0]

2 +

[
2p1sinθsin

(
φ

2

)]2
}1/2

, (2)

where θ is the polar angle of the outgoing electrons with re-
spect to the incident electron direction (θ1 = θ2 = 45◦), and φ

is the relative azimuthal angle between the two outgoing elec-
trons.

Under high impact energy and large momentum transfer,
the differential (e, 2e) cross section can be factorized into the
product of a structural factor and a kinematic term, while the
later term is approximately constant. Therefore, the differ-
ential cross section of (e, 2e) under a plane wave impulsive
approximation (PWIA) can be written as[24]

σEMS ∝ Sf
i

∫
dΩ

∣∣∣〈e−i pr
Ψ

N−1
f |Ψ N

i

〉∣∣∣2 , (3)

where Sf
i represents the spectroscopic factor, e−i pr denotes

the plane wave, Ψ N
i and Ψ

N−1
f are the wave functions of the

ground state and the ionized state of the target, respectively, N
is the total electron number, ∫ dΩ represents the spherical av-
erage for the randomly oriented molecules in gas phase. The

overlap integral 〈Ψ N−1
f |Ψ N

i 〉 is called Dyson orbital,[24,47–50]

which can be calculated using the many-body theories, such
as the configure interaction, or Green’s function theory. In this
sense, Dyson orbital is determined by the ionization process.
The calculated Dyson orbital is usually expressed as a linear
combination of Hartree–Fock orbitals. If Ψ

N−1
f and Ψ N

i are
single determinants, under the frozen orbital approximation,
equation (3) can be simplified into

σEMS ∝ Sf
i

∫
dΩ
∣∣ϕ j(p)

∣∣2 , (4)

where ϕ j(p) is the j-th molecular orbital in the momentum
space, which can be a Hartree–Fock orbital[21] or a Kohn–
Sham orbital.[51,52] See the appendix for details of the deriva-
tion.

In the present work the Dyson orbitals are generated
using the symmetry-adapted-cluster configuration-interaction
(SAC-CI) theory, which was originally developed by Hiroshi
Nakatsuji.[53] The SAC-CI can calculate singlet, doublet, and
up to septet state of molecules. The SAC-CI theory has been
used to explain the (e, 2e) binding energy spectra of furan,
pyrrole, and thiophene,[54] CS2,[55] and CO2.[56] Recently, we
have introduced the SAC-CI method to calculate the momen-
tum distributions of Dyson orbitals.[57–59] A home-compiled
program, NEMS, is used to calculate the spherically averaged
momentum distributions of Dyson orbitals.[60] The theoreti-
cal momentum distributions of HF orbital, KS orbital, NO,
NBO, and NLMO are also generated for comparison. The
widely used B3LYP (Becke-3-parameter-Lee–Yang–Parr) hy-
brid exchange–correlation functional[61,62] is employed in the
density functional theory (DFT) calculation. In all of our cal-
culations the Aug-cc-pVTZ basis set is used.[63–65]

The measurement is conducted on our 3rd generation high
resolution spectrometer.[45] The energy resolution is 0.7 eV
(full width at half maximum, FWHM). The polar angle θ for
acceptance is ±0.53◦, and the resolution for azimuthal angle
φ is ±0.84◦.

3. Results and discussion
Figure 1 shows the experimental (e, 2e) results of CH4

molecule. Figure 1(a) is the energy–momentum density distri-
bution map measured at the electron impact energy 1200 eV.
There are three features in the map. The feature at 14.2 eV,
which is related to the 1t2 molecular orbital, has a minimum
intensity at the azimuthal angle φ = 0◦ and a maximum inten-
sity at φ = 7◦. In contrast, the feature at 23.2 eV, which is
related to the 2a1 molecular orbital, has a maximum intensity
at φ = 0◦. The feature at around 32 eV is mainly composed
of satellites of 2a1, which is the result of many-body effects.
Figure 1(b) is the experimental binding energy spectrum by
summing over the observed intensities of all azimuthal angle
φ . The two main peaks are the results of the ionization from
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1t2, 2a1 orbitals, respectively. Figure 1(c) presents the spher-
ically averaged experimental momentum distributions of 1t2
and 2a1, which are obtained from Fig. 1(a) by plotting the in-
tensity of each peak against the azimuthal angle φ (converted
to momentum p using Eq. (2)). In Fig. 1(c), the experimen-
tal momentum distributions are compared with the theoreti-
cal ones generated using various models. It can be seen that
the predictions using delocalized Dyson, HF, and KS orbitals
are in excellent agreement with the experimental distributions,
while the predictions of localized NBO and NLMO distribu-
tions are remarkably different from the experimental results.
As shown in Fig. 1(d), according to NBO or NLMO analy-
sis, the valence orbitals of CH4 include four equivalent lobes,
and each is localized at one CH bond. This picture is consis-
tent with the hybrid valence bond theory. To explain why CH4

has a tetrahedral structure, the valence bond theory says that

two 2s electrons and two 2p electrons of the carbon atom of
CH4 rearrange themselves in a process called hybridization.
This reorganizes the electrons into four identical hybrid or-
bitals, which are called sp3 hybrids. The sp3 hybrid orbitals
are oriented at a bond angle of 109.5◦ with respect to each
other. This 109.5◦ arrangement gives rise to tetrahedral geom-
etry. However, as shown in Fig. 1(c), the theoretical momen-
tum distributions using NBO or NLMO cannot explain why
1t2 and 2a1 orbitals have quite different experimental distribu-
tions. They significantly overestimate the intensity in the low
momentum region for 1t2 orbital, and underestimate the inten-
sity in the low momentum region for 2a1. The NOs look the
same as HF orbitals, which is due to the triple degeneracy of
1t2 orbital. NOs are usually different from HF orbitals (see the
figures later on).
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Fig. 1. (color online) Electron momentum spectroscopy of CH4, showing (a) the energy–momentum density map measured at the electron impact
energy 1200 eV, (b) the experimental binding energy spectrum by summing over the observed intensities of all values of azimuthal angle φ , (c) the
spherically averaged experimental momentum distributions at the electron impact energies 1200 eV and 600 eV for 1t2 and 2a1 molecular orbitals
in comparison with the various theoretical distributions, with the numbers in the parentheses denoting the orbital orders, (d) the molecular orbitals
plotted at a contour value 0.04 using different theoretical models, with the numbers on the top referring to the molecular orbital orders, and HOMO
(1t2) being the fifth molecular orbital,

It should be noted that there is no one-to-one correspon-
dence between delocalized molecular orbitals and localized
molecular orbitals. In Fig. 1(d), Dyson, HF, and KS are or-
dered according to the magnitudes of their ionization ener-
gies. SAC-CI theory predicts that the ionization energies of
Dyson orbitals 1t2 and 2a1 are 14.0 eV and 22.8 eV respec-
tively, which are close to the experimental values 14.2 eV and
23.2 eV. With Koopmans’s theorem, the ionization energies
of 1t2 and 2a1 are 14.8 eV, and 25.7 eV respectively, which
are the negative values of the HF orbital energies. Since the
electron correlation is not taken into account, HF predictions
are usually too high. There is a generalized Koopmans’s the-
orem for density functional theory (DFT).[66] With B3LYP
functional, the ionization energies of 1t2 KS orbital and 2a1

orbital are 10.8 eV, and 19.0 eV, respectively. The DFT pre-
dictions are usually too low due to the asymptotic error.[67]

However, there was no ionization energy directly related to an
NBO, NLMO, or NO, so they are simply reordered according
to the HF orbital that they look most like.

Figure 2 shows the electron momentum spectroscopy of
NH3. It can be seen that the calculated distributions based on
the delocalized Dyson, HF, KS orbitals accord very well with
the experimental distributions of 3a1, 1e, and 2a1 orbitals. The
3a1 and doubly degenerated 1e orbitals look like an atomic
p-type orbital, and have almost zero intensity at momentum
p = 0. The 2a1 looks like an atomic s-type orbital. It has a
maximum intensity at momentum p = 0. The calculated elec-
tron momentum distributions based on NBOs, NLMOs, and
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NOs cannot describe the experimental observations. As shown
in Fig. 2(b), according to the NBO theory the four paired va-
lence electrons of NH3 are arranged as one lone pair that are
localized at the nitrogen atom, and three equivalent hybridized
pairs located at each NH bond.
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Fig. 2. (color online) Electron momentum spectroscopy of NH3, show-
ing (a) the spherically averaged experimental momentum distributions
at the electron impact energies 1200 eV and 600 eV for 3a1, 1e, and 2a1
molecular orbitals in comparison with the various theoretical distribu-
tions, with the numbers in the parentheses denoting the orbital orders,
and (b) molecular orbitals plotted at a contour value 0.04 using different
theoretical models, with the numbers on the top referring to the molec-
ular orbital orders, and HOMO (3a1) being the fifth molecular orbital.

Figure 3 shows the electron momentum spectroscopy of
H2O. The experimental electron momentum distributions are

cited from our previous study.[68] Again, the calculated distri-
butions based on the delocalized Dyson, HF, KS orbitals ac-
cord well with the experimental distributions of 1b1, 3a1, 1b2,
and 2a1 orbitals. The 1b1, 3a1, and 1b2 orbitals are of p-type,
each having a nodal plane, and almost zero intensity at mo-
mentum p = 0. The 2a1 looks like an atomic s-type orbital,
which has a maximum intensity at momentum p = 0. The
highest occupied molecular orbitals (HOMOs) predicted by
Dyson, HF, KS, NBO, NLMO, and NO are very similar. They
all well describe the experimental distributions of 1b1. How-
ever, the calculated electron momentum distributions based on
NBOs, NLMOs, and NOs cannot describe the experimental
distributions of 3a1, 1b2, and 2a1 orbitals.

From the above comparisons of these molecular orbital
models with the experimental distributions, it is safe to con-
clude that delocalized molecular orbitals are better models
than LMOs to describe the experimental results of (e, 2e).
The equivalence between delocalized HF orbitals and LMOs
is only true for the TOTAL electron wavefunction (a Slater
determinant) and it is not true for the one-electron wavefunc-
tion. Although a unitary transformation will not change the
value of the Slater determinant, it will change the occupation
of electrons when considering that electrons actually occupy-
ing the different energy levels. Since an electron is a fermion,
as a consequence of the Pauli principle only one fermion can
occupy a particular quantum state at any given time. An HF
orbital is an eigenstate of the Fock operator, but a linear com-
bination of HF orbitals related to different energy levels is no
longer an eigenstate. With Koopmans’s theorem,[69] the nega-
tive value of an HF orbital energy is roughly equal to the ion-
ization energy, and HF orbital approximates to Dyson orbital.
There is a similar theorem for KS orbital.[52] The delocalized
HF orbital and KS orbital can be directly or approximately
measured through experimental techniques, such as (e, 2e),
STM, or a femtosecond laser.

Of course, it should be noted that both delocalized and
localized orbitals are theoretical mathematical objects that are
used to construct many-electron wave functions in the form
of configurations.[39] To accurately describe the electron dis-
tributions, one may need more than one configuration. Nev-
ertheless, in many cases, the many-electron wave functions
can be well approximated using a single configuration if the
electron correlation is not strong. The single configuration is
written in a form of a Slater determinant, which is an antisym-
metrized product of spin orbitals. Since a unitary transforma-
tion of a determinant does not change the value of the Slater
determinant, there is more than one set of orbitals. “Two sets
of orbitals have been found to be of particular significance.
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The first set, called molecular orbitals, each has a symme-
try that is determined by the nuclear framework and gener-
ally spreads throughout the molecule. If an electron is re-
moved from a molecule, it should be regarded as removed
from a molecular orbital. The other set of orbitals, called
equivalent orbitals, give rise to more localized descriptions of
charge corresponding to the various bonds or lone pairs of the
molecule.”[70] The delocalized orbital is the right choice for
the independent-particle picture. Once the process involves

excitation, ionization, detachment, or charge-transfer, only the
delocalized molecular orbital can provide a simple and concise
explanation.[5] In other words, the localized molecular orbital
is the right language for the discussion of the chemical bonds,
molecular geometric structure, and electrostatic effects. Lo-
calized molecular orbitals are equivalent to delocalized HF or-
bitals that describe the TOTAL electron wavefunction, but the
localized molecular orbital is not a right wavefunction describ-
ing an independent particle.
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Fig. 3. (color online) Electron momentum spectroscopy of H2O showing (a) the spherically averaged experimental momentum distributions
at the electron impact energies 1200 eV and 600 eV for 1b1, 3a1, 1b2, and 2a1 molecular orbitals in comparison with the various theoretical
calculations, the numbers in the parentheses denoting the orbital orders, and (b) molecular orbitals plotted at a contour value 0.04 using different
theoretical models, the labels on the top referring to the molecular orbital orders, and HOMO (1b1) is the fifth molecular orbital.

4. Conclusions
Experimental one-electron momentum distributions of

CH4, NH3, H2O are compared with the theoretical one-
electron momentum distributions calculated using various de-
localized and localized molecular orbital models. The theoret-
ical momentum distributions based on the delocalized Dyson,
HF, and KS orbitals are in excellent agreement with the experi-
mental results. In contrast, the predicted one-electron momen-
tum distributions based on the localized NBO, NLMO, and
NO are overall wrong. The delocalized Dyson, HF, and KS or-
bitals can provide a simple and concise explanation for the ion-
ization potentials and the momentum distributions measured
using (e, 2e) spectroscopy, but they cannot provide a simple
and concise explanation for localized molecular orbitals. Al-
though LMOs and delocalized HF orbitals are equivalent when
describing the TOTAL electron wavefunction, they have dif-
ferent usages. The delocalized HF or KS orbital is a wave-
function of an independent particle, and is a right choice for
interpreting the ionization process, but LMO is not. LMO
is a correct language for discussing chemical bonds, molec-
ular geometric structure, and electrostatic effects. Of course,
it should be noted that LMO has new applications in modern

quantum chemistry. LMOs are more frequently used as ref-
erence orbitals for speeding up high-level electronic structure
calculations by taking advantage of the local nature of electron
correlations.

Appendix A
In a more accurate form, the Dyson φ d orbital is written

as

φ
d =
√

N〈Ψ N−1
F |Ψ N

I 〉. (A1)

The bracket integral runs over the space of N − 1 electrons.
The initial Ψ N

I and the final Ψ
N−1

F are Slater determinant type
of total wave functions of molecular system.

Ψ
N

I =
1√
N!

∣∣∣∣∣∣∣∣
φ1(1) φ1(2) . . . φ1(N)
φ2(1) φ2(2) . . . φ2(N)
. . . . . . . . . . . .

φN(1) φN(2) . . . φN(N)

∣∣∣∣∣∣∣∣ , (A2)

where φi is the orthonormal molecular orbital. Supposing that
the j-th electron in the s-th initial molecular orbital is ionized,
in the frozen orbital approximation, we have
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Ψ
N−1

F =
1√

(N−1)!

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

φ1(1) φ1(2) · · · φ1( j−1) φ1( j+1) · · · φ1(N)
φ2(1) φ2(2) · · · φ2( j−1) φ2( j+1) · · · φ2(N)
· · · · · · · · · · · · · · · · · · · · ·

φs−1(1) φs−1(2) · · · φs−1( j−1) φs−1( j+1) · · · φs−1(N)
φs+1(1) φs+1(2) · · · φs+1( j−1) φs+1( j+1) · · · φs+1(N)
· · · · · · · · · · · · · · · · · · · · ·

φN(1) φN(2) · · · φN( j−1) φN( j+1) · · · φN(N)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣
. (A3)

The upper (N − 1)× (N − 1) determinant is the minor
of the determinant of Eq. (A2) by eliminating the s-th row
and j-th column, noted as Ms, j. Now we calculate expres-
sion (A1) using expressions (A2) and (A3). Since expres-
sion (A2) is an N×N determinant and expression (A3) is an
(N−1)× (N−1) determinant, we expand expression (A2) by
its s-th row and then, we can obtain N determinants whose
sizes are (N−1)×(N−1). The i-th term is (−1)s+i

φs (i)Ms,i.
Ms,i is the minor of the determinant of expression (A2) by
eliminating the s-th row and the i-th column. Therefore,

φ
d =
√

N
〈

Ψ
N−1

F |Ψ N
I

〉
=
√

N
∫ N

∑
i
(−1)s+i

φs (i)Ms,i

× 1√
N!
√
(N−1)!

M∗s, j dr1 · · · dr j−1 dr j+1 · · · drN . (A4)

Since {φi} are orthonormal between each other,
〈

Ms, j|Ms,i

〉
is nonzero only when i = j. We have

φ
d = (−1)s+i

φs ( j)

√
N√

N!
√
(N−1)!

×
∫

Ms, jM∗s, j dr1 · · · dr j−1 dr j+1 · · · drN

= (−1)s+i
φs ( j) . (A5)

Note that
∫

Ms, jM∗s, j dr1 · · · dr j−1 dr j+1 · · · drN = (N− 1)! be-
cause {φi} is an orthonormal set. Thus we have∣∣∣φ d

∣∣∣2 = |φs ( j)|2 . (A6)

Why do the NO, NBO, and NLMO deviate from the
(e, 2e) experimental results? A further explanation will be
given below. Within the framework of the independent parti-
cle model, the HF and KS orbitals are the real wave functions
of a single electron. The final ionized state can be written in
the form of expression (A3) in the frozen orbital approxima-
tion. Obviously, the derivation of expression (A6) requires
two conditions: the frozen orbital approximation and {φi} are
in an orthonormal set. The NO, NBO, and NLMO orbitals are
orthonormal, but they are not real wave functions of a single
electron. No frozen orbital approximation holds for NO, NBO,
and NLMO orbitals! We cannot say ionizing the j-th electron
from the s-th NO, NBO, or NLMO orbital because they are
not the eigenstate of an independent particle. Since NO, NBO,
NLMO are the linear combination of HF orbitals, the ionized
electron is not from any one NO, NBO, or NLMO, but from

many parts of NOs, NBOs, or NLMOs. This is the reason
why NO, NBO, and NLMO cannot be directly used to explain
processes relating to ionization. The NO, NBO, or NLMO or-
bitals are equivalent to HF orbitals only for constructing the
TOTAL molecular wavefunction. NO, NBO, and NLMO are
not the wavefunction of an independent particle, but HF and
KS orbitals are a real wavefunction of an independent particle.
This is where the problem lies.
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